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ABSTRACT

Speech is the primary means of communication be-
tween people. Speech synthesis, automatic generation
of speech waveforms has been under development for
several decades [1, 2]. Recent progress in speech synthe-
sis has produced synthesizers with very high intelligibil-
ity but the sound quality and naturalness still remain a
major problem. The goal of this work is to develop a
new speech synthesis system, which is based mainly on
the fractal dimension to create natural sounding speech.
Our initial work in this area showed that by careful use
of the fractal dimension together with the phase of the
speech signal to ensure consistent intonation contours,
natural -sounding speech synthesis was achievable with
word level speech. In order to extend the flexibility of
this framework, we focused on the filtering and com-
pression of the phase to maintain and produce natural
sounding speech.

1 Introduction

In an ideal world, a speech synthesizer should be able to
synthesize any arbitrary word sequence with complete
intelligibility and naturalness. Figure 1 illustrates the
trade-off of how current synthesizers have tended to
strive for flexibility of vocabulary and sentences at
the expense of naturalness (i.e., arbitrary words can
be synthesized, but do not sound very natural). This
applies to articulatory, rule-based and concatenative
methods of speech synthesis [3, 4, 5, 6].

An alternative strategy is one, which seeks to
maintain naturalness by operating in a constrained
domain. There are potentially many applications
where this mode of operation is perfectly suitable. In
conversational systems for example, the domain of
operation is often quite limited, and is known ahead of
time [7]. Researchers in the past have examined how
unit selection algorithms can be formulated, and what
constraints must be maintained [3, 5, 6].

In this work, we have developed a frame work for
natural-sounding speech synthesis using fractal dimen-

sion. The developmental philosophy that we have ad-
hered to throughout the work, places naturalness as a
paramount goal. In our preliminary work involving word
fractal dimension, the vocabulary size is relatively small,
but naturalness is very high. Our research follows the
bottom curve of Figure 1 where we view naturalness as
the highest priority.

Figure 1: Synthesis development trade-off schematic.

2 Fractal Dimension

Fractal dimension as parameter is important because
it can be defined in terms of real-world data, and can
be measured approximately by means of experiment
[8, 9, 10]. Fractal dimension is a real number that in
general, falls between the limits of 1 and 5 and can be
calculated in a number of ways. For the case of fractal
speech signals and curves the fractal dimension lie
between 1 and 2. The Power Spectrum Method (PSM)
[11] has been used as an application of the Fourier
power spectrum technique to calculate the fractal
dimension of speech phonemes. The speech signal is
Fourier Transformed by means of an FFT and the
power spectrum is computed, Pi = Re(ki)

2 + Im(ki)
2.

Assume that Pi is the measured power spectrum then
P̂i is the expected form of the fractal power spectrum,
P̂i = c|ki|

−β , where c is a positive constant and β the
positive spectral exponent [12].
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Applying the least Square approach to calculate the
spectral exponent β and c yields to the following equa-
tion:
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N
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where C = ln c. Using the relationship:

D =
5− β

2
(3)

Provides a simple formula for computing the fractal
dimension from the power spectrum of a signal.

The implementation of the PSM consists of applying
the FFT to the speech signal in order to obtain a
spectral representation of the phoneme. A pre-filter
step is then used to adjust the estimated values of
the fractal dimension to fit within the range 1 and
2. The power spectrum of the pre-filtered signal is
computed then the least square approach is applied
to calculate the power exponent β (Eq.1). Hence the
fractal dimension D (Eq. 3) is obtained.

It is important to mention that without the pre-
filtering step, the values of the fractal dimension were
not satisfying the range of the fractal model. However
the use of the Pre-filter ( 1

w
) has the effect of confirming

the speech data to fit the range of the fractal dimension
for speech signal which lies between the range 1 and 2.

3 Non-Stationary algorithms for speech Syn-

thesis

Synthesized speech can be produced by several differ-
ent methods. All of these have some benefits and defi-
ciencies. The methods are usually classified into three
groups:

1. Articulatory synthesis, which attempts to model
the human speech production system directly.

2. Formant synthesis, which models the pole frequen-
cies of speech signal or transfer function of vocal
tract based on source-filter-model.

3. Concatenative synthesis, which uses different
length prerecorded samples derived from natural
speech.

The formant and concatenative methods are the
most commonly used in present synthesis systems.
The formant synthesis was dominant for long time,
but today the concatenative method is becoming
more and more popular. The articulatory method
is still too complicated for high quality implementa-
tions, but may arise as a potential method in the future.

Articulatory synthesis typically involves models of
the human articulators and vocal cords. The articula-
tors are usually modeled with a set of area functions
between glottis and mouth. The first articulatory
model was based on a table of vocal tract area functions
from larynx to lips for each phonetic segment[13]. For
rule-based synthesis the articulatory control parameters
may be for example lip aperture, lip protrusion, tongue
tip height, tongue tip position, tongue height, tongue
position and velic aperture. Phonatory or excitation
parameters may be glottal aperture, cord tension, and
lung pressure [14].

When speaking, the vocal tract muscles cause artic-
ulators to move and change shape of the vocal tract,
which causes different sounds. The data for articulatory
model is usually derived from X-ray analysis of natural
speech. However, this data is usually only 2-D when
the real vocal tract is naturally 3-D, so the rule-based
articulatory synthesis is very difficult to optimize due
to the unavailability of sufficient data of the motions
of the articulators during speech. Other deficiency
with articulatory synthesis is that X-ray data do not
characterize the masses or degrees of freedom at the
articulators [13]. The movements of tongue are so
complicated that it is almost impossible to model them
precisely. Advantages of articulatory synthesis are
that the vocal tract models allow accurate modeling of
transients due to abrupt area changes, whereas formant
synthesis models only spectral behavior [15].

In the next section we will introduce the synthesis of
speech using fractal. A new technique, which develop a
framework for natural sounding speech synthesis.

4 Synthesising Speech with Fractals

In the previous section we have discussed how the power
spectrum of a signal’s Fourier transform can be used
to extract the fractal dimension. This followed from
assuming the power spectrum, P̂i, was related to the
dimension in the following form,

P̂i = c|ki|
−β , where β = 5− 2D

To create a synthetic fractal is then the process of
filtering white noise of the required size with a low pass
filter, q whose Fourier transform is:
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Q(k) = |k|−
β
2 , whereβ = 5− 2D

Using this principle we will start by creating a fractal
signal. The process is consist of four stages explained
bellow:

Step 1: Compute a random Gaussian distributed
array Gi, i = 0, 1, ..., N − 1 using a conventional Gaus-
sian random number generator, with zero mean and
unit variance. Compute a random number sequence of
uniform distributed numbers Ui, i = 0, 1, ..., N − 1 in
the range zero to one.

Step 2: Calculate the real and imaginary parts;
Ni = Gi cos 2πUi and Mi = Gi sin 2πUi. This defines
Gi as the amplitude and Ui as the phase.

Step 3: Filter Ni, Mi with Wi =
1

K
β/2
i

to create N ′

and M ′.

Step 4: Inverse DFT the result using a FFT to obtain

ni = Re(F̂−1N ′ + iM ′)

The exponent is β/2 to ensure that the power
spectrum,Pk , satisfies

Pk = (N
′

k)
2 + (M ′

k)
2 ∝ k−β

By using the same random noise for U and G, we can
see how changes to D affect the signal.

Figure 2: Fractal Signals .

The next section will illustrate the new algorithm used
to reproduce a natural sounding speech synthesis sys-
tem, which make use of the fractal dimension of the
word and its unwrapped phase.

5 Algorithm Used

The main objective of this algorithm is to create natural
sounding speech and to ensure consistent intonation
contours. The work carried out was based on two
hypotheses: First, that the phase of the speech signal
carries important information, hence intelligibility of
the synthesis speech. Second, that the fractal dimension
characteristics, if used in the energy of the signal, will
reproduce a natural sounding speech.

The algorithm steps are summarised in the block di-
agram given in Figure 3.

Figure 3: Block diagram of speech synthesis using Frac-
tal.

6 Experiments & Discussion

Three experiments have been conducted in the sim-
ulation process involving four different words namely
”test”, ”best”, ”Open” and ”zone”.

In the first experiment, only the unwrapped phase of
the word has been used along with the fractal signal.
In the second one the phase is then 65% compressed
from the original. In the third experiment the phase is
low pass filtered and the remaining signal is replaced
by a white random noise.

The three experiments gave good quality and intelli-
gibility of the synthesised words and they all sounded
very natural, however, among the three the best natural
sounding speech was enhanced when the phase of the
speech signal was low pass filtered and white noise
added.

It is important to mention here, that the use of the
fractal signal in the energy of the reconstructed speech
signal has the effect to control the naturalness sounding
of speech synthesis.

Figure 4 shows the unwrapped phase of the word
”best”, the amplitude, as well as the original word and
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its reconstructed one. We can clearly notice the simi-
larities in the waveforms of the input speech word with
the reconstructed one.

Figure 4: Synthesis results for word ”best”

To test the validity of our results 10 people have been
listening to the synthetic speech and their evaluation is
elaborated in Figure 5.

Figure 5: Evaluation of the synthesis

7 Conclusion

A new algorithm based on fractals has been used for
the synthesis of speech words. The synthesis process in-
volved three cases of experiments, which increased the
quality and the intelligibility of the synthesised speech.
The naturalness level we placed as paramount in our
work was highly achieved as a result of the fractal char-
acteristic used in the synthesis process. Despite the
small size of vocabulary we used, the naturalness is very
high and as the pursuit of naturalness dominates, human
listening provided the best feedback.
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