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ABSTRACT

In deep submicron (DSM) VLSI technology, deviations
in node voltages due to DSM noise can lead to erroneous
system outputs in VLSI implementations of DSP and
communication algorithms degrading their performance
in terms of signal-to-noise ratio (SNR) or bit-error-rate
(BER). We present algorithmic noise-tolerance schemes
for digital filtering to detect such errors in system out-
put and mitigate their effect on the system performance.
The errors in the system output are detected by employ-
ing a low-complexity prediction scheme. It is shown
that, the proposed scheme improves the performance of
the filtering algorithm by up to 10dB with less than
10% hardware overhead. It is also shown that the pro-
posed scheme can be employed to achieve substantial en-
ergy savings with marginal degradation in performance
by deliberately introducing errors in DSP hardware by
overscaling the supply voltage.

1 INTRODUCTION

It is now well established [1] that, in deep submi-
cron(DSM) technology, phenomena such as ground
bounce, cross-talk, process parameter variations, charge
sharing, charge leakage, and slow and unpredictable in-
terconnects lead to deviations in node voltages from
their nominal values of 0 and Vy4. These deviations
are commonly referred to as DSM mnoise. Recent pro-
posals to tackle the problem of DSM noise range from
interconnect centric design methodologies [2] and re-
characterization of devices and interconnect for future
process generations to systematic static noise analysis
methodology [1] to locate nodes where large deviations
in voltage could occur.

As a complement (and perhaps an alternative) to
noise reduction/analysis [2, 1], we propose the notion of
algorithmic noise tolerance (ANT) for combating DSM
noise. The noise tolerance (as opposed to noise elim-
ination) approach involves providing adequate amount
of noise immunity based on the level of reliability de-
manded by the application. This approach is well suited
for VLSI implementations of DSP and communications
algorithms as the performance of these algorithms is
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specified in terms of average metrics such as signal-to-
noise ratio (SNR) and bit-error-rate (BER).

Reliability issues related to signal processing and com-
munication algorithm implementations have been ad-
dressed in the past. A general purpose algorithm based
fault tolerance (ABFT) scheme for matrix multiplica-
tion operation was proposed in [7] and employed for
DSP algorithms by reducing them to a set of basic ma-
trix operations. In [8], an error detection scheme for
the filtering operation was developed via polynomial
residue codes in large finite integer rings. A fault tol-
erant adaptive filtering algorithm was proposed in [9]
wherein, hardware redundancy is employed to provide
fault tolerance. Note that these scheme do not exploit
the signal statistics and energy-efficiency is not a con-
cern in these works.

Recently, it has been established [10] that energy dis-
sipation can be traded off for reliable operation in DSP
systems by overscaling the supply voltage. The pro-
posed ANT schemes can then be employed to restore the
degradation in algorithmic performance due to input de-
pendent errors that occur as a result of overscaling. In
this paper, we present the performance of the proposed
ANT schemes in restoring the performance degradation
in both the scenarios.

The rest of this paper is organized as follows. In sec-
tion 2, we illustrate how voltage deviations at the cir-
cuit level can lead to degradation in DSP system per-
formance through a simple example. In section 3, we
present the ANT schemes that can be employed to re-
store performance degradation in digital filters due to
either DSM noise or voltage overscaling. Simulation
results are presented in Section 4 and conclusions and
possible future research directions are discussed in Sec-
tion 6.

2 IMPACT OF DSM NOISE ON DSP SYS-
TEM PERFORMANCE

Consider the dynamic CMOS inverter [11] shown in
Figure 1(a), in which, during the evaluate phase, V.
should stay high if V;,, = 0. However, as shown in the
voltage waveforms in Figure 1(a), a positive glitch with
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Figure 1: DSM noise: (a)circuit level voltage deviations,
(b) errors induced at the logic level, (¢) numerical errors
at the architectural level, and (d) system level perfor-
mance degradation.

amplitude more than the threshold voltage V; of M, and
of sufficiently long duration can cause a drop in V,,,; that
can be high enough to cause a logical error. Though dy-
namic logic is an attractive circuit style [11] in terms of
speed, area, and power, as shown in Figure 1(a), it is
susceptible to voltage deviations due to ground bounce,
charge sharing, charge leakage etc.

When the voltage deviations at the circuit level are
substantial in magnitude and duration, they lead to log-
ical errors at the logic level as shown in Figure 1(b). In
this case, 3 bits in the 8-bit output have flipped due
to DSM noise. At the architectural level, the effect of
voltage deviations depend on the functionality of the ar-
chitectural blocks. Hence, if the gate in Figure 1(b) were
an adder as shown in Figure 1(c), the numerical value
of the error would be —26 assuming that 2’s comple-
ment number representation is employed. The impact
of numerical errors at the architectural level on the DSP
algorithm performance is illustrated in Figure 1(d). In
the absence of DSM noise, the performance of the fil-
ter transfer function H(z) is measured in terms of the
output SN R given by

SNR =20log(os/0ow), (1)

where o, is the signal power and o,, is the signal noise
power, i.e.,

y(n) = s(n) + w(n), (2)

where s(n) is the desired signal and w(n) is the signal
noise. In presence of DSM noise, we have,

9(n) = y(n) + err(n), (3)

where err(n) is the error introduced due to DSM noise
and,
SNR =20 IOg(Us/(Uw+C)a (4)

where 04,4 is the total noise power that includes signal
and DSM noise. The goal of ANT is to achieve a value
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Figure 2: Prediction-based algorithmic noise-tolerance
scheme

of o4 that is as close to oy, as possible via system level
error control.

Note that the degradation in SNR depends on the
noise power o,4.. Hence, in general, the amount of
protection necessary is dependent on the performance
demands of the particular application.

3 Algorithmic Noise Tolerance

The error-control algorithm presented in [10] is based on
linear prediction [12]. In this section we present a brief
review of these algorithms.

The output of a digital FIR filter shown in Fig. (2),
when the filter is error-free, is denoted by y[n] and is

given by,
N-1

yinl = 3 hlklaln — K] (5)
k=0

where h[k| denotes the filter impulse response, z[n] is the
filter input and NV is the number of taps in the filter. Let
§[n] denote the filter output when the filter is operat-
ing under reduced voltage, with g[n] = y[n] + yerr[n],
where ye,.[n] denotes the error in the filter output due
to soft errors. Note that ye,.[n] is non-zero only when
the input pattern is such that longer paths in the filter
implementation are excited. Let y,[n] denote the out-
put of an Np-tap predictor when the filter is noiseless,
ie.,

up(n) = 3 hyfklyln — K], (6)
k=0

where hplk] denotes the optimum predictor coeffi-
cients [12] that minimize the mean squared value (MSE)
< e2[n] > of the prediction error e,[n], given by,

epln] = y[n] — yp[n]. (7)

The minimum mean square error (MMSE) depends on
the autocorrelation function of y[n] and the order of the
predictor. Let g[n], yp[n], and €,[n| denote the filter
output, the predictor output, and the prediction error,
respectively, in presence of soft errors. It can be shown
that

€p[n] = Yerr[n] + ep[n]. (8)
Assuming that no more errors occur in the next IV, out-
put samples, we can show that,

ép[n + m] = _hp[m]yerr[n] +eép [n + m]v (9)
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Figure 3: Simulation setup to evaluate the proposed
scheme.

form=1,---, Np.

The error-control algorithm presented in [10] is based
on the fact that, in absence of errors, the magnitude
of the prediction error is small and is inversely propor-
tional to the correlation in the digital filter output. In
presence of a soft error, the magnitude of the prediction
error increases substantially and the erroneous sample
leads to errors in the subsequent output samples of the
predictor. Hence a pattern of errors is generated. This
pattern is exploited to detect errors in the filter output.
In case an error is detected, the predictor output corre-
sponding to the erroneous sample is resolved to be the
actual filter output.

The effectiveness of this scheme depends on the fol-
lowing factors:

e output correlation: The correlation in the filter
output determines the accuracy of the predictor.
Hence, for highly correlated outputs such as nar-
rowband filters, the prediction error is extremely
small in absence of errors. Hence the probability of
detecting an error with a large amplitude increases.

e error frequency: In case of DSM noise, the er-
ror frequency is dependent on several factors such
as technology, physical design etc. In case of volt-
age overscaling however, the frequency of errors de-
pends on the factor by which the supply voltage
has been scaled and, more importantly, on the de-
lay imbalance present in the architecture employed.

In the next section, the performance of the error detec-
tion and correction schemes described above are simu-
lated in the scenario where a digital filter is employed
to reduce out-of-band noise in a band pass signal. It is
also shown that the proposed approach provides for sub-
stantial reduction in energy dissipation with marginal
performance degradation.

4 EXPERIMENTAL RESULTS

The setup used to measure the performance of the pro-
posed scheme in which the filtering algorithm is em-
ployed in the frequency selective filtering configuration
is shown in Figure 3. A lowpass, bandpass or a highpass
filter (LPF, BPF or HPF), denoted as the signal gener-
ation filter (SGF), is used to generate a bandlimited sig-
nal s(n) from a wideband input ws(n). The signal s(n)
is the corrupted by wideband noise w(n), i.e., the signal
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Figure 4: Performance of the proposed ANT scheme for
filter bandwidth w, = 0.27 with predictor tap-length,
Np =2.

sc(n) is obtained as s.(n) = s(n) + w(n), where s(n)
is the output of the SGF for a wideband input wy(n).
As s(n) is bandlimited, the SNR can be improved by
passing s.(n) though a frequency selective filter with
bandwidth wp. This filter is denoted as the signal pro-
cessing filter (SPF) in Figure 3, and it supresses the
out-of-band components of the noise signal w(n).

4.1 Performance Measures

The SNR at the output of the filter in presence of errors
is given by,

A~ O-S
SNR, =201 —_—, 10
0810 <0n+06) (10)
where o2 is the variance of the signal component (due to
2

s(n)), o2 is the variance of the noise component (due to
w(n)),and o2 is the variance of error in the output due
to voltage overscaling or DSM noise (i.e., < Yerr(n)? >).

4.2 Performance of ANT in the Presence of
DSM Noise

In order to experimentally verify the effectiveness of
the proposed approach in presence of DSM noise, er-
rors are introduced at the system level by flipping the
output bits of the digital filter independently, with a
fixed probability denoted by pe,.. Note that more ac-
curate performance results require detailed DSM noise
models for the arithmetic units employed in the digi-
tal filter which are currently not available. The per-
formance of the proposed algorithm for a digital filter
with bandwidth wp, = 0.27 and 48 taps is shown in Fig-
ure 4. As expected, without noise-tolerance, the degra-
dation in performance increases with increase in pep,
as expected. Also, the proposed scheme provides up
to 10dB improvement in performance. The SNR with
ANT stays almost constant above 19dB till pe,, = 1073
and then reduces sharply. In this range, the probability
of error is low enough that the assumption of infrequent
errors (assumption 2 in section 3.3) is satisfied. Hence,
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Figure 5: Performance of the proposed ANT scheme for
filter bandwidth w, = 0.47 with predictor tap-length,
Np =4.

error detection is performed effectively. As perr is in-
creased, this assumption is not satisfied any more and
hence there is a rapid degradation in performance of the
proposed algorithm. Similar results for a bandwidth of
wp = 0.47 are shown in Figure 5. Note that in both the
cases, the proposed scheme is quite effective in combat-
ing DSM noise that is large enough to cause bit-errors
at a rate of 1 per 1000 samples.

4.3 Performance of ANT for voltage overscal-
ing

The plot of energy-savings due to voltage overscaling vs.
algorithmic performance for the above implementation
for a filter of bandwidth w, = 0.27 is shown in Fig. 6.
The reduction in energy dissipation has been obtained
via HSPICE from an implementation of the proposed
ANT scheme that is currently under fabrication. The
algorithmic impact of voltage overscaling were obtained
using a high-level delay simulator similar to the one em-
ployed in [10]. Note that upto 76% reduction in energy
dissipation is possible with a penalty of less than 1dB
in algorithmic performance.
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Figure 6: energy-dissipation vs. algorithmic perfor-
mance for the proposed implementation

5 Conclusion

In this paper we have discussed a novel approach that
can be employed effectively as a low-power technique in
presence of DSM noise in future technologies for DSP
and communications applications. Future work on this
topic will involve development of error-control schemes
for widely used DSP algorithms such as lattice, IIR,
and adaptive filtering etc., and applications such as as
wireless communications where energy-efficiency is a pri-
mary concern.
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