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ABSTRACT

The problem of image interpolation using linear techniques is dealt with in this paper. Conventional methods are changed into space-variant ones, by introducing the concept of both the biasing of signal value and the warping of distance among pixels. The biasing creates the peak of uneven signals which are correspond to the signal details. The warping realizes the edge-preserving interpolation. This paper presents the method which is combined two concepts. The clear interpolated images can be obtained by the proposed method.

1. INTRODUCTION

Digital image interpolation is a problem of prime importance in many fields, ranging from medical imaging to military applications or to consumer electronics. The frequency band of a digital image is decided by the specification of an input device. Thus, it is necessary to enlarge digital images when those are projected onto the high-resolution display. However, the enlarged digital image on the display is usually blurred.

In the idealized world of linear and stationary systems, an optimal approach for interpolation exists: the sinc function, which would permit exact reconstruction of a bandlimited signal. Due to the impossibility of realizing this function physically, different approximations have been devised, yielding to well-known linear and space-invariant techniques such as the bilinear and cubic operators. These techniques can preserve the resolution before enlarged. However, the frequency band of the enlarged image is more wide than that of the original image. Thus, the enlarged image is blurred by using these techniques. The heavy blurred area in the image is the signal including high frequency component in the original image, for example the stepedge signal and the peak signal. Because, the outline and the detail of images correspond to the stepedge signal and the peak signal, respectively. We propose a novel interpolation method which is taken these signals into account.

Recently, several new interpolation methods with warping which can preserve the stepedge are proposed [4],[5]. The warping is as its name suggests to warp image space not to produce blurred images based on the bilinear technique. The method proposed in [5] is less calculated amount than that in [4], and be able to interpolate arbitrary scaling. This warping technique can only preserve the stepedges, however, can’t create peaks. We consider the creating peaks based on the concept of the biasing.

In this paper, we propose the peak-preserving interpolation method based on the biasing of signal amplitude, which achieves to increase or decrease the value of the interpolation point. Next, we combine the proposed biasing method and the method of [5]. Two methods have different concepts each other, the proposed method is expected to have the merits of both methods.

2. INTERPOLATION TECHNIQUE WITH BIASING AND WARPING

2.1 Interpolation with biasing of signal amplitude

We introduce the biasing method into the linear interpolation method so as to create the signal peaks. To create peaks is impossible for the conventional method. We consider the one-dimensional (1-D) case. In the case of two-dimensional image, one-dimensional method is used by sequential row-wise and column-wise.

Figure 1 shows the concept of the biasing technique for signal amplitude, example for twice size enlarging. The result of bilinear interpolation shows the dashed line in Fig.1. When the peak exists between \(x_k\) and \(x_{k+1}\), the result of bilinear interpolation is smaller than the ideal result. In order to create the peaks, we want to add the suitable value to the result of bilinear interpolation.

Let \(f(x_k)\) be the value at point \(x_k\). The interpolated point \(x\) is located between \(x_k\) and \(x_{k+1}\). The distance between \(x\) and \(x_k\) or \(x_{k+1}\) is given by \(s = x - x_k\) or \(1 - s = x_{k+1} - x\) (\(0 \leq s \leq 1\)). The bilinear interpolation result is calculated by

\[
\hat{f}(x) = (1-s) \cdot f(x_k) + s \cdot f(x_{k+1}).
\]  

When twice size enlarging, \(s = 0.5\), since \(x\) is the center of \(x_k\) and \(x_{k+1}\).

The signal peaks can be created by increasing or decreasing of the result of bilinear interpolation. Let \(\tilde{f}(x)\) be the result of the proposed interpolation with biasing of the amplitude as

\[
\tilde{f}(x) = \hat{f}(x) + l \cdot B.
\]

where \(l\) is constant and \(B\) is defined by

\[
B = C + \frac{C}{2} \cdot (A - 1) \times \text{sgn}[(f(x_{k+1}) - f(x_{k-1}))(f(x_{k+2}) - f(x_k))].
\]

\[
A = \frac{|f(x_{k+1}) - f(x_{k-1})|}{f(x_{k+2}) - f(x_k)}
\]

\[
L = 1
\]
$B = 0$ is desired for the monotonous signal. On the other hand, it is desirable for peak signal that $B$ shows maximum value.

In the case of the peak signal, $B = C/2 + C/2 = C$ (i.e., maximum biasing). In the case of the monotonous increasing signal, $B = C/2 - C/2 = 0$ (i.e., no biasing). We can understand that these are the desired results.

Next, we consider how to interpolate inside four coordinate points. The bilinear interpolated result of $(x, y)$ is given by

$$\hat{f}(x, y) = (1-s_x)(1-s_y)f(x_k, y_k) + s_x(1-s_y)f(x_{k+1}, y_k) + (1-s_x)s_yf(x_k, y_{k+1}) + s_xs_yf(x_{k+1}, y_{k+1}).$$

The biasing value $B_{xy}$ is given by

$$B_{xy} = \left[(1-s_x)B_{x1} + s_xB_{x2} + (1-s_y)B_{y1} + s_yB_{y2}\right]/2$$

Thus, interpolation result is calculated by

$$\hat{f}(x, y) = \hat{f}(x, y) + l \cdot B_{xy}$$

### 2.2 Interpolation with warping of coordinate point

In this section, first we explain the warping method of [5]. Then, we combine the method of section 2.1 and the method of [5].

In the warping method of [5], $s'$ is used in Eq.(1) in place of $s$. $s'$ is defined by

$$s' = s - kA \cdot (s - 1)$$

The positive parameter $k$ controls the intensity of the warping. Parameter $A$ is given by Eq.(4). $A = 0$ indicates symmetry. Positive value indicates that the edge is more homogeneous on the right side (see Fig.4), and the pixel to be interpolated belongs to the right objects. Hence pixels on the same side should affect more strongly the interpolated value: accordingly, it should be $s' > s$ if $A > 0$. The opposite holds if $A < 0$.

It is necessary to consider how to calculate the interpolated value inside of the four-coordinate points. However, Ref.[5] doesn’t show the method. Thus, the original method in this paper is shown. Figure 5 shows the case of the twice size enlarging. We derive the warping position inside four-points by using the warping results of
from minimum MSE. We can define by
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Fig. 5 Interpolation inside four coordinate points (warping of coordinate point)

between coordinate points. The warped point \((s'_{s_1}, s'_{s_2})\) is given by

\[ s'_{s_1} = \frac{2s'_{s_2}(s'_{s_2} - s'_{s_1}) + 4s'_{s_1}}{4 - (s'_{s_2} - s'_{s_1})(s'_{s_2} - s'_{s_1})} \]  \( (12) \)

\[ s'_{s_2} = \frac{2s'_{s_1}(s'_{s_2} - s'_{s_1}) + 4s'_{s_1}}{4 - (s'_{s_2} - s'_{s_1})(s'_{s_2} - s'_{s_1})} \]  \( (13) \)

Interpolation result of inside of four-points: \( \hat{f}(x, y) \) is defined by

\[ \hat{f}(x, y) = (1 - s'_{s_1})(1 - s'_{s_2})f(x_k, y_k) + s'_{s_1}(1 - s'_{s_2})f(x_{k+1}, y_k) + (1 - s'_{s_2})s'_{s_2}f(x_k, y_{k+1}) + s'_{s_1}s'_{s_2}f(x_{k+1}, y_{k+1}). \]  \( (14) \)

2.3 Interpolation with warping of coordinate point and biasing of signal amplitude

In this section, we combine the biasing method and the warping method. First, we calculate the warped coordinate points by using

\[ \text{Eq.}(11)-(14). \] Next, we calculated the biasing value of signal amplitude after replacing \( s \) with \( s' \) in Eq. (2)-(6), (8)-(10).

### 3. DECISION OF PARAMETERS

#### 3.1 Decision of parameters based on MSE

It is necessary to decide the parameter \( l \) of Eq. (2) and \( k \) of Eq. (11). Two parameters are derived based on the mean square error (MSE). The size of original images is 256x256, the 1/2 size image is calculated by low-pass filtering and downsampling. The 1/4 size image is also obtained. These images are enlarged to the original size, and calculate MSEs between original image and enlarged image for various \( k \) and \( l \). Figure 6 shows the parameter \( k \) and \( l \) of minimum MSE (black circle in the figure). Moreover, we show the suitable region of \( k \) and \( l \). The regions are defined between \( \pm 5\% \) from minimum MSE. We can understand that \( k = 2 \sim 4 \) and \( l = 0.3 \sim 0.7 \) are suitable for all test images. Consequently, we can decide \( k = 3.0 \) and \( l = 0.5 \) based on MSE. These values of two parameters are robust for a lot of images, since these values are center of suitable regions.

Table 1 shows MSEs of the proposed method with \((k,l)=(3.0,0.5)\) (Proposed(fix.)), the proposed method with optimal parameters (Proposed(opt.)), the method of [5] (CW), the bilinear interpolation (Bilinear) and the cubic interpolation (Cubic). Proposed(fix.) and Proposed(opt.) show the same performance on MSE for both twice and four times enlargement. Moreover, the performance of Proposed(fix.) is superior to those of CW and Cubic.

#### 3.2 Decision of parameters considering to vision

In section 3.1, we decided the parameters of proposed method based on MSE. We compare the proposed method of fixed parameters to the cubic interpolation on Airplane in Fig. 8. Figure 8 shows the enlarged images and the
differential images from the bilinear interpolation. The differential images show the degree of the enhancement of edge and detail parts. The clearness of enlarged image of \((k,l) = (3.0,0.5)\) is insatisfactory.

![Fig.7 Enlarged images of the cubic interpolation and the proposed method](image)
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Fig.7 Enlarged images of the cubic interpolation and the proposed method  
(Left : Interpolation result, Right : Differential image)

![Fig.8 MSEs for various \(k\) or \(l\)](image)

(a) MSEs for various \(k\)  
(b) MSEs for various \(l\)

The parameters \(k\) and \(l\) in the proposed method decide the biasing or warping rate. We set \(k\) or \(l\) larger, the enlarged image is shown as more clearly. The MSE of the proposed method with \((k,l) = (6.0,0.5)\) or \((k,l) = (3.0,1.3)\) is approximately equal to the MSE of the cubic interpolation from Fig.8. Figure 9 shows the enlarged images and the differential images of \((k,l) = (6.0,0.5)\) and \((k,l) = (3.0,1.3)\). Both results are more clearly compared to the proposed method with \((k,l) = (3.0,0.5)\). Especially, the proposed method with \((k,l) = (3.0,1.3)\) shows excellent in the detail parts.

![Fig.9 Enlarged images for various \(k\) or \(l\)](image)

(a) \(k = 6.0, \; l = 0.5\)  
(b) \(k = 3.0, \; l = 1.3\)

4. CONCLUSIONS

The technique, which has been presented in this paper permits to improve the linear interpolation operators, such as bilinear and cubic, using easily techniques. In this way, two weak points (preserving edges and creating peaks) of linear interpolation are resolved by the warping and biasing techniques. Furthermore, we study the decision of parameters of the proposed method. The proposed interpolation shows excellent results.
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