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ABSTRACT
In this paper we present a new fast motion estimation algorithm suitable for H.264/AVC encoding systems. It applies a hexagon-based zonal search, thresholding criteria and improved predictors selection based on the size of the block under processing. The proposed method achieves almost the same visual quality of a Full Search block matcher with a dramatically reduced amount of computation.

1. INTRODUCTION
Motion Estimation (ME) is an important part of any video compression system, since it can achieve significant compression by exploiting the temporal redundancy existing in a video sequence. Unfortunately it is also the most computationally intensive function of the entire encoding process. In motion estimation the current image is divided into Macro-Blocks (MB) and for each MB, a similar one is chosen in a reference frame, minimizing a distortion measure. The best match found represents the predicted MB, while the displacement from the original MB to the best match gives the Motion Vector (MV). Only the MV and the residual (i.e. the difference between the original MB and the predicted MB) need to be encoded and transmitted into the final stream. The distortion measure is the Sum of Absolute Differences:

$$SAD(d_x,d_y) = \sum_{m,n=0}^{N-1} |I_t(x+m,y+n) - I_{\hat{t}}(x+d_x+m,y+d_y+n)|$$

where \((d_x,d_y)\) represent the MV components and \(I_t(x,y)\) the luminance value in frame \(t\) at coordinates \((x,y)\). The search is carried out on a square Search Window (SW) of a predetermined Search Range (SR), so that there are \((2\times SR + 1)^2\) possible predicted macro-blocks and corresponding MVs.

Full Search Block-Matching (FSBM) motion estimation is the technique suggested in the reference software models of all the previous video coding standards, such as MPEG-1/2/4 and H.261/3. The FSBM algorithm exhaustively checks all the macro-blocks in the SW, thus finding always the optimum match, but it is the most computationally intensive ME algorithm possible and the most CPU-consuming part of the entire encoding process.

In the new, emerging H.264/AVC [1] standard, each 16x16 pixels MB can be sub-partitioned into smaller blocks, down to sizes of 4x4 pixels. This feature gives the ME process the ability to adapt to the local characteristics of the image, but it makes ME even more computationally intensive than in the case of other previous standards. Several fast ME algorithms have been proposed, but none takes advantage of the H.264/AVC enhanced partitioning system. It was proved [3,4] that ME using generalized predictors selection, zonal search and early termination criteria can achieve almost the same visual quality of the FSBM, while doing a dramatically reduced number of matches between blocks.

In this paper we present a new ME algorithm, suitable for H.264/AVC encoding schemes, using a hexagon-based zonal search, thresholding criteria and improved predictors selection based on the size of the block. The paper is organized as follows: Section 2 discusses about the proposed predictors selection criteria, Section 3 presents the modified hexagon pattern for prediction refinement. After some considerations on early termination criteria in Section 4, the algorithm is described in Section 5, followed by experimental results in Section 6 and conclusion in Section 7.

2. SIZE-BASED PREDICTORS SET SELECTION
In [3,4] was proposed a prediction set composed of the (0,0) vector, the median of the MVs of the left- up- and upright-blocks (respectively named A0, B0 and C0 in Fig. 1), the MVs of the 4 neighbouring blocks in the current frame (A0, B0, C0, D0 in Fig. 1), the ones of the co-located block (X1) and of the four vertically (B1, G1) and horizontally (A1, E1) adjacent blocks in the previous frame, and the acceleration MV (see Fig. 2).

In general we can state that the blocks correlated with the current one, which are likely to undergo the same motion, can be divided into three categories (see Fig. 1): spatially correlated blocks (A0, B0, C0, D0), neighbouring blocks in the previous frame (A1, B1, C1, D1, E1, F1, G1, H1) and co-located blocks in the previous two frames (X1 and X2), which provide the Acceleration MV (as shown in Fig. 2). This last one can enhance temporal prediction in sequences with fast and non-uniform motion.

---
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We experimented that using all these MVs in the prediction process was redundant, therefore in our method we selected a subset of them which ensures a good prediction for both slow and fast motion sequences: the (0,0) vector, the usual median predictor, the MVs of blocks A1, B1, X1 and D0 of Fig. 1 and the acceleration MV of Fig. 2.

While relying on this set of predictors for the 4x4 blocks, we propose a new predictor for all the blocks of size greater than 4x4: the mean of the MV of the smaller (e.g. 4x4) blocks belonging to the current block. Furthermore we use this new predictor as the only alternative to the median for all blocks greater than 4x4, in order to reduce the mean number of matches per block.

This idea is based on the consideration that the H.264/AVC codec chooses big blocks for uniform regions but it prefers small ones for detailed regions, as shown in Fig. 3. Assuming that the current block belongs to the background (or to a large uniform area), the MVs of the 4x4 blocks inside it will probably be very similar, and their mean value would be a good predictor, as the entire area undergoes the same motion. On the other hand, if the current block belongs to a detailed region, interested by a non-uniform motion, the mean predictor would not have much sense; but in such region a big block is very unlikely to be chosen by the encoder and having a bad prediction would not affect the whole performance of the compression system.

The choice of the mean instead of the median value is done to cope better with blocks containing two sub-blocks (e.g. 8x4 and 4x8 blocks), in which case the median would take into account only one of the two MVs. Moreover, the mean can be efficiently calculated with a logical right shift, being the number of 4x4 blocks always a power of 2, thus simplifying the hardware implementation.

3. HEXAGON-BASED ZONAL SEARCH

In [5] a hexagon pattern is proposed against the diamond of [2] and it is proven that the hexagon can often reach the final MV in less steps.

In our approach, we apply a modified internal pattern, instead of the 4-point pattern proposed in [5], for the final step of the search process. The new pattern, composed of 8 points (as shown in Fig. 4), is complementary to the hexagon and thus explores all the positions inside the last examined hexagonal area. The hexagon is used to find the local minimum around the predicted location: at each step it moves to the position of the current minimum, until the best match is found in its centre. Afterwards, all the positions inside the last hexagon are checked on the square pattern, and the final MV is selected.

With the diamond pattern, at each step (but the first) 3 or 5 positions need to be checked, depending on the location of the minimum on the previous diamond. With our approach, at each step (but the first) only 3 positions are checked as the other 3 belong to the previous hexagon; again this simplifies the hardware implementation.

4. EARLY TERMINATION

Sequences with low or global motion usually have more predictors close to the optimum and providing an acceptable distortion. To take advantage of this situation, early termination criteria can be applied to minimize the number of matches. In order to tune early termination to the local spatio-temporal characteristic of the video sequence, in [3,4] the calculation of a set of adaptive thresholds is proposed.

In our method we apply a unique adaptive threshold for all the predictors, in order to reduce the complexity of the algorithm and the computation overhead. If the SAD of a certain predictor is smaller than the threshold, then the search stops immediately, without checking any other location; otherwise the next predictor is checked, or (if the current predictor is the last one) the algorithm passes to the local search around the best match. The chosen threshold takes into account the minimum SAD found for the adjacent blocks and for the current block in the last frame:

\[ T = \min(mSAD_{x0}, mSAD_{x0}, mSAD_{x0}, mSAD_{x0}) + npel \]
where \( mSAD_i \) is the minimum SAD found for block \( i \) and \( A0,B0 \) and \( C0 \) refer to the left, up and upright block respectively, \( XI \) is the current block in the previous frame and \( npel \) is the number of pixels in the block (as shown in Fig. 1).

To increase the early termination probability, the predictors are checked in order of decreasing likelihood. While encoding the sequence, the algorithm takes account of the cases in which each predictor was chosen as the best one. At the beginning the first predictor is the median predictor, considered to be the most likely; then the predictors are sorted based on how many times each one gave the best match in the last \( N \) frames, where \( N \) is a fixed parameter.

5. SIZE-BASED PREDICTORS SELECTION HEXAGON SEARCH (SBPSHS)

The proposed algorithm [6] performs ME for the current MB, by examining blocks in increasing size order. The first step is the construction of the predictors set for the 4x4 blocks. If one of the predictors gives a SAD smaller than the threshold \( T \), the search stops immediately, otherwise the predictor with the best match is chosen as the centre of the Search Window and the hexagon is placed on it.

After evaluating the SAD on all the locations of the hexagon (locations marked with ‘1’ in Fig. 5), if the best match is found in the centre, the algorithm evaluates 8 more locations, the one of the square pattern placed inside the hexagon; otherwise the search pattern is moved on to the location of the best match found, and three additional matches are done (locations marked with ‘2’ in Fig. 5). The algorithm continues evaluating the SAD on the moving hexagon, until the minimum value is found in the centre: at this point the square pattern is used to choose the final vector, which is then refined at \( ½ \) pixel and at \( ¼ \) pixel precision.

The pseudo-C code for the proposed SBPSHS algorithm is given in the following lines:

**Start:**
if current block size is 4x4, goto Pred-A else goto Pred-B.

**Pred-A:**
construct the predictors set composed of \( \{0,0\} \), spatial predictors (median predictor and the MVs of the up-left block) and temporal predictors (MVs of the collocated block, up-left and up blocks in the previous frame and the acceleration vector).

**Pred-B:**
calculate the 2 predictors: median of left up and up-right block’s MVs and mean of the MVs of the 4x4 blocks inside current block.

**SetT:**
compute threshold \( T \) as the minimum of the best SAD found for the co-located block in the previous frame and for the left up and up-right blocks in the current frame plus the number of pixels in the current block.

**Choose-Pred:**
for each predictor in the predictors set do:
current_SAD=SAD at the current_pred predictor’s location.
if (current_SAD<T) h_center=current_pred and goto Hexagon, else evaluate next predictor.

Hexagon:
construct the hexagon pattern around \( h_{center} \); evaluate the SAD for all locations on the hexagon not previously checked.
If \( \min SAD \) is found in \( h_{center} \) go to Square, else \( h_{center} \)-position of the current minimum and goto Hexagon

Square:
build the square pattern around \( h_{center} \); evaluate the SAD for all the locations of the square and found the minimum SAD.

**End:**
the final MV is the location where the minimum SAD was found.

Fig. 5 reports an example of local minimum search: the algorithm performs 3 steps in the hexagon search starting at the location of the best predictor. The location of the minimum at step 3 is the same found at step 2, therefore the hexagon search stops and the square pattern is used to choose the final MV.

6. RESULTS

We present the experimental results with the proposed algorithm implemented into the encoder reference model JM 7.3.

In Table 1 a comparison between SBPSHS and FSBM is reported for QCIF and CIF sequences compressed at \( QP=31 \), Intra period=12 and two different SR values (16 and 32). As the tests were made at constant QP, the most important result is the length of the encoded bitstream (in Bytes/Picture), which indicates the compression rate achieved for the given visual quality QP parameter. The 6th column reports the per cent increase of bytes-per-picture for SBPSHS against FSBM.

Table 1 also shows the average Peak Signal-to-Noise Ratio (PSNR) and the number of matches performed per block (NM column). For FSBM the latter is a constant value equal to \( (2^{SR+1})^2 \); whereas for SBPSHS it is an average value and it is determined by the number of steps required in the hexagon search, and by the thresholding criterion. Note that in SBPSHS the average number of matches per block is almost the same for \( SR=16 \) and for \( SR=32 \).
The speedup factor (SF column) is computed as the ratio between the average number of matches per block of the two algorithms.

Tables 2 and 3 present a comparison between the two algorithms made at constant bit rate. Table 2 refers to QCIF sequences encoded at 64 kbit/s, while Table 3 to CIF sequences at high bit rates (768 kbit/s and 1 Mbit/s).

As it can be seen in the three tables, SBPSHS ensures a PSNR very close to the one of FSBM at both high and low bit rates, and a speedup factor around 100 with Search Range of 16 pixels, and around 400 with Search Range of 32 pixels.

7. CONCLUSIONS

We have presented a new, fast motion estimation technique [6] suitable for H.264/AVC compression schemes. The size-based prediction technique proved to be efficient on QCIF/CIF videoconferencing sequences in both terms of quality (PSNR) and speed. The gain in speed is given by the low average number of matches per Macro-Block, which results in a speedup factor around 400 against the FSBM algorithm with a Search Range of 32 pixels.

The hexagon pattern proved to be efficient in giving robustness against local minima, while the enhanced predictors set gave a good estimate allowing early termination criteria to maintain a low average number of matches per block.

Future work will focus on multiple-stage ME using the hexagon pattern and the predictors selection criterion presented here, for SD-TV and HD-TV compression.
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