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ABSTRACT
In this paper, we propose a method to estimate the spectrum baseline. Basically, it consists in finding a low-order polynomial that minimizes the non-quadratic cost function. The optimization problem is solved using half-quadratic minimization. Two different cost functions are considered: firstly, the hyperbolic function which can be minimized using the algorithm ARTUR; secondly, the asymmetric truncated quadratic, which is minimized with the algorithm LEGEND. The latter gives the best results. This can be attributed to its asymmetric shape and its constant part for high positive values, making it better adapted to the problem than the hyperbolic function. The performances of these approaches are illustrated both on a real and simulated spectra and the choice of the hyperparameters is also discussed.

1. INTRODUCTION
In spectroscopy (e.g. infrared absorption spectroscopy or Raman inelastic diffusion), the interpretation of spectra can be hampered by an unknown background, called baseline in chemistry (figure 2 presents a real gibbsite spectrum). This baseline is mainly due to fluorescence phenomenon or external light. This work addresses the estimation of the baseline which, after subtraction to the spectrum, yields a more interpretable signal for chemists. Many approaches have been proposed to estimate the baseline for its subtraction. The method the more used in chemistry needs the operator intervention to select a set of points belonging to the baseline; then it performs a least squares polynomial fitting on this subset: this method corresponds to a least trimmed squares problem [1] without an automatic subset determination. Yet, automatic methods have been developed, such as direct orthogonal signal correction [2, 3], wavelet transform [4, 5, 6] and Bayesian approach [7, 8, 9]. This work proposes an approach fast and simple to implement, consisting in estimating the baseline as the low-order polynomial whose coefficients are estimated using a cost function adapted to the problem. Spectra may be modelled as the sum of:

\begin{itemize}
  \item positive pikes with different shapes, locations, widths and amplitudes, containing the relevant information for chemists;
  \item a baseline modelled as a \(p\)-order polynomial;
  \item a white Gaussian and additive noise which gathers misfit errors and model uncertainties.
\end{itemize}

Let \(y = b + n\) be the \(N\) data points, where \(b\) denotes the baseline, and \(n\) the sum of the two other signals. Noting the polynomial coefficients as \(a = (a_0...a_p)^T\) and the evolution variable (the wavenumber in the case of spectra) as \(t = (t_1...t_N)^T\), the baseline reads: \(b = Ta\) with \(T = (t^0...t^p)\). The signal \(n\) being the sum of positive pikes and Gaussian noise, its distribution is an asymmetric function with an heavy tail in the positive part. This paper is organised as follows. Section 2 presents and discusses two non-quadratic cost functions, the hyperbolic function (HF) and the asymmetric truncated quadratic (ATQ), from which the polynomial coefficients are estimated using half-quadratic (HQ) minimization.

The case of the HF is considered in section 3. This cost function being symmetric and convex, the algorithm ARTUR may be used to perform its minimization. On the contrary, the ATQ is neither symmetric nor convex. So, in section 4, we propose to minimize it with the algorithm LEGEND. Section 5 gives statistics on simulations and shows results on a real spectrum. The choice of the hyperparameters is also discussed. Finally, section 6 concludes the paper and gives some perspectives of this work.

2. HQ MINIMIZATION FOR BASELINE ESTIMATION
The HQ minimization is an iterative technique that enables to simplify the optimization of a non-quadratic cost function \(\varphi\). In other words, it aims at minimizing a criterion \(\mathcal{J}\), function of the error \(e = (e_1...e_N)^T\) between the spectrum and the estimated baseline:

\[ \mathcal{J}(a) = \sum_{k=1}^{N} \varphi(e_k) = \sum_{k=1}^{N} \varphi(y_k - (Ta)_k), \]

where \((Ta)_k\) means the \(k\)th element of vector \((Ta)\). The first point addressed in this section is the design of criteria well suited to the problem of baseline estimation. Then we will present the main ideas of HQ minimization.

2.1 Criterion Design
The least squares method corresponds to the quadratic cost function (see figure 1):

\[ \varphi(x) = x^2. \]

Its probabilistic interpretation shows that this corresponds to consider that \(n\) is Gaussian, which is clearly not the case (see section 1). In fact, this cost function \(\varphi\) gives a too high cost to high values, \(i.e.\) the pikes, which greatly affects the baseline estimation. The first proposed cost function is the HF which is (almost) quadratic for low values (indeed the noise can be considered Gaussian in the neighborhood of zero) and grows linearly, thus reducing the pike influence (see figure 1):

\[ \varphi(x) = \sqrt{x^2 + s^2} - s. \]
The hyperparameter $s$ may be considered as the border between the quadratic and the linear part; it is unknown and has to be fixed (see section 5.2). This cost function has the advantage of being convex, which ensures its global minimum to be reached using the algorithm ARTUR [10, 11]. A probabilistic interpretation of this cost function indicates that $n$ is considered approximately Gaussian around zero but heavy tailed for both positive and negative parts. This cost function is considered approximately Gaussian around zero but heavy tailed for both positive and negative parts. This cost function comes lower than a predefined value.

The following conditions [10]

\[ \varphi(\sqrt{\epsilon}) \text{ is concave on } \mathbb{R}^+; \]
\[ \varphi \text{ is continuous near zero and } \varphi^{-1} \text{ on } \mathbb{R} \setminus \{0\}; \]

being satisfied by the HF (because the checking of these conditions is trivial, it has been omitted), the algorithm ARTUR [10, 11] can be implemented to minimize $\mathcal{K}_{GR}$. At iteration $i$, minimizing $\mathcal{K}_{GR}$ with respect to $a$ while keeping $d$ constant, yields an explicit solution of (2) (for notational simplicity, index $i$ has been dropped):

\[ (\mathbf{T}^T \mathbf{D}) \hat{a} = \mathbf{T}^T \mathbf{D} y \]

where $\mathbf{D} = \text{diag}(d_1 \ldots d_N)$. The second step consists in minimizing $\mathcal{K}_{GR}$ with respect to $d$ while $a$ is kept constant and yields the solution of (1):

\[ \hat{d}_k = \begin{cases} 
\lim_{\epsilon \to 0} -\varphi'(\epsilon_k)/2\epsilon_k & \text{if } \epsilon_k = 0,
\varphi'(\epsilon_k)/2\epsilon_k & \text{otherwise.}
\end{cases} \]

Figure 2 shows a baseline estimation on real data, and the performances of this approach have been assessed by numerical simulations (section 5). Even if its performances are better than those of a least squares estimation, it does not achieved a satisfying baseline estimation: this can be attributed to the fact that the cost function is symmetric.

4. SECOND COST FUNCTION: THE ASYMMETRIC TRUNCATED QUADRATIC

The ATQ has two main advantages over the last function: first, it is asymmetric, so the pike positivity is better taking into account; second, it is constant beyond a threshold, so the estimation is less affected by the high values of positive pikes. As a consequence, the estimated baseline should tend toward the bottom of the spectrum which is expected to represent the actual spectrum baseline. However, this function is neither even nor $\varphi^{-1}$, deterring the algorithm ARTUR to be applied: instead, the algorithm LEGEND [10, 11] is used (section 4.1).
4.1 Minimization with LEGEND
From [10, lemma 1], the condition for using LEGEND for HQ minimization is that it exists \( \alpha > 0 \) such as \( x^2/2 - \alpha \varphi(x) \) is strictly convex. In our case, the set of nonnegative \( \alpha \) that renders \( x^2/2 - \alpha \varphi(x) \) strictly convex is the interval \( [0; \alpha_{\text{max}}] \), with \( \alpha_{\text{max}} = 1/2 \). In the sequel, we have chosen \( \alpha = 1/3 \).

The minimization of \( \mathcal{K}_{\text{GT}} \) with respect to \( \alpha \) when \( d \) is fixed yields:

\[
(\mathbf{T}^T \mathbf{T}) \hat{\mathbf{a}} = \mathbf{T}^T (\mathbf{y} + \mathbf{d}).
\]

Note that, for an efficient implementation, the matrix \( (\mathbf{T}^T \mathbf{T})^{-1} \mathbf{T}^T \) can be calculated only once at the beginning of the procedure. Keeping a fixed \( d \) is then estimated as:

\[
\hat{d}_k = \varepsilon_k - \alpha \varphi'(\varepsilon_k).
\]

Note that the ATQ being non-convex, it turns out that the criterion \( J \) (and consequently \( \mathcal{K}_{\text{GT}} \)) may have local minima. So, by using LEGEND to minimize it, we cannot guarantee the global minimum to be reached. However, in all the trials that have been performed, both on simulated and real spectra, the estimated baselines were very close to the actual ones, letting us to think that in each cases, the global minimum was reached. In addition, results achieved on simulated and real data clearly show that, among the three methods considered, this is the one which yields the best performances.

4.2 Remark
It can be noted that the ATQ cost function is similar to that of a least trimmed squares (LTS) approach, as defined in [1]. Indeed, the LTS performs a least squares estimation on a subset of the spectrum data points, while ignoring the other points (pikes in our application) which is equivalent to assigning a constant cost to these pikes. Because the HQ minimization approach gives a constant cost to pikes and a quadratic cost to the rest of the spectrum, it also defines two subsets of points. Assuming that the same points are affected to the two subsets, both methods would produce exactly the same result from which it can be concluded that the two methods are equivalent. In fact, the only difference between the two approaches comes from the way how the subset search is performed. Table 1 reveals that these methods give almost equivalent results in terms of \( \text{EQM} \) while our method is faster.

5. RESULTS & DISCUSSION
This section aims, first, at comparing the performances of the different methods (quadratic, HF, ATQ cost functions and FAST-LTS) and, second, at discussing the influence of the hyperparameters (polynomial order \( p \) and threshold \( s \)).

5.1 Performances of the Methods
The approaches have been applied to a real Raman spectrum (gibbsite Al(OH)\(_3\)) whose baseline results from fluorescence phenomena. In this experiment, the polynomial order was set to 6 and the threshold \( s \) (for the two proposed methods) has been determined after successive trials as the one which was giving, visually, the best results. Figure 2 shows the estimated baseline corresponding respectively to the least squares (LS), \{HF+ARTUR\}, and \{ATQ+LEGEND\}. It appears that among the three methods, \{ATQ+LEGEND\} gives the best results. In order to get some quantitative insights into the performances of the different methods, 50 trials were carried out\(^1\) on 256-point simulated spectra with a SNR (defined as the power ratio of \( b \) and \( n \)) of 15 dB. In all cases, the baseline was estimated as a 6-order polynomial, which appears to be a good choice giving satisfactory estimations in our application; and the threshold \( s \) was set to the same value for both \{HF+ARTUR\} and \{ATQ+LEGEND\}. The mean time and the mean square error \( \text{MSE} \) (between the real and estimated baseline) corresponding to each approach are given in Table 1. Obviously, the least squares approach is the fastest but yields the worst results in terms of \( \text{MSE} \). The other two cost functions give better results. But the simulations show that, not only \{ATQ+LEGEND\} is faster than \{HF+ARTUR\} (this is because the matrix \( (\mathbf{T}^T \mathbf{T})^{-1} \mathbf{T}^T \) is calculated once), but it is also better in terms of \( \text{MSE} \). The hyperparameters of the methods are the polynomial order \( p \) (LS, HF, and ATQ) and the threshold \( s \) (HF and ATQ).

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Time (ms)</th>
<th>Mean MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS</td>
<td>8</td>
<td>16.50</td>
</tr>
<tr>
<td>HF</td>
<td>235</td>
<td>3.88</td>
</tr>
<tr>
<td>ATQ</td>
<td>63</td>
<td>0.17</td>
</tr>
<tr>
<td>FAST-LTS</td>
<td>2278</td>
<td>0.23</td>
</tr>
</tbody>
</table>

\(^1\) with Matlab 6.5 on a PC Pentium 800 MHz.
in a compound criterion which can be optimized using HQ, a quadratic smoothness constraint on the baseline, resulting in a compound criterion which can be optimized using HQ. The optimization was carried out with the ATQ minimization as well. Finally, this method will be extended to the problem of joint baseline estimation and spectrum de-convolution.

7. ACKNOWLEDGMENTS
The authors would like to thank Pr. B. Humbert and Dr. C. Carteret from the LCPME, Nancy, France, for very insightful discussions. This work was supported by the région Lorraine, France, and the French CNRS.

REFERENCES