EXPRESS MODELING OF COMMON ACOUSTIC FEATURES FOR CHARACTER RECOGNITION
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ABSTRACT

This paper presents a novel approach for robust, isolated character recognition. A major challenge of character recognition is that some characters are acoustically confusing and that no language modeling can be resorted to resolve the confusion. In the proposed approach, we attempt to explicitly model the common acoustic structures among different, confusing characters through state tying. As a result, decoding decision is made only by states modeling distinct sound segments. We first describe the training procedure of the new approach, then present recognition results from three character databases. Compared with the baseline system (which is a whole word/character model), the new approach is 45% better when evaluated using true telephone speech.

1. INTRODUCTION

Character recognition is an important sub-problem of speech recognition that arises in recognition of spelled words. Conventional speech recognizers fail to provide correct recognition results for words that are not in the vocabulary. The natural alternative in these cases is spelling of the word. Hence, character recognition becomes essential for many real-world applications that deal with arbitrary names of addresses such as e-commerce, automated directory assistance, or database search over the telephone.

Several groups of characters are highly confusing, making character recognition particularly challenging. The E-set (B, C, D, E, G, P, T, V, Z) that share the /ey/ sound, the A-set (A, J, K) that share the /ey/ sound or the M-N and F-S pairs are examples of such groups. Telephone speech makes the recognition task even harder due to the bandpass and time-varying nature of the telephone channel as well as the lower sampling rate used to capture speech. The difference among letters in the mentioned groups become so minimal that it is difficult even for humans to perform a reliable recognition. A perceptual experiment on telephone speech [4] carried out at the Oregon Graduate Institute (OGI) showed that human performance on spoken letter recognition ranged from 90 to 95%, with an average performance of 93%. This performance provides a standard of comparison for computer letter recognition results.

A number of approaches have been proposed for character recognition in the past [10, 5, 9]. Loizou and Spaniardi [10] presented a speaker-independent, isolate alphabet recognition system based on context-dependent phoneme HMMs. The system used the OGI spelled and spoken telephone alphabet corpus [1] for training and evaluation. They achieved 85% recognition rate on the alphabet and 71.38% recognition rate on the E-set. Hamaker et al. [5] used context-independent syllables for alphabet recognition. The system yielded an error rate of 12.8% on the alphabet portion of the OGI Alphadigits corpus. Karnjanadecha and Zahorian [9] proposed non-conventional signal modeling for alphabet recognition. They achieved 89.6% recognition rate on synthetic telephone speech, obtained by adding noise and band limiting utterances from the ISOLET database. Several systems [4, 6, 8] based on time-delay neural networks and on HMM’s have also been proposed for recognition of spelled names over the telephone.

This paper presents a novel approach for robust, isolated character recognition. Conventional recognition systems use whole-character models. Our system explicitly models common acoustic structure among different, confusing characters through state tying. As a result, utterance classification is made only by states modeling distinct sound segments. The models obtained in this way would be shown to be more robust and accurate than conventional ones.

The paper is organized as follows. Section 2 describes our character recognition system. Experimental results are shown on section 3 and conclusion are drawn on section 4.

2. CHARACTER RECOGNITION

We investigated the character recognition performance of three different systems. The first one is the baseline system, that follows conventional whole-word modeling techniques. The second one includes silence models that are shared by all characters. The third system uses state-tying to model common acoustic structures across groups of characters.

2.1 System I: whole-character models (baseline system)

Conventional approaches for isolated word recognition [11, 2] use a model per word in the vocabulary. Our baseline system follows this approach by using whole-character models, as shown in figure 1. Each model is trained independently with the Baum-Welch algorithm. Classification of a test utterance is done by computing the models’ likelihood scores and choosing the model with highest likelihood.

The baseline system is simple and easy to build, but presents a noticeable drawback. Portions of the models that represent similar acoustic content differ due to the context-dependent nature of the training. Figure 2 shows one utterance from the TI46 database. This utterance is composed by three different segments: an initial silence portion, a speech portion, and an ending silence portion. All silence segments in all utterances have similar acoustic characteristics; therefore, they should be statistically indistinguishable from the
context-dependent silence model

Figure 1: Conventional isolated character recognition models. The silence portions of the models are context-dependent since each model uses a different set of examples for training.

2.2 System II: context-independent silence models

The baseline system could be improved by training the silence parts of the models in a context-independent way. In other words, the silence parts of the models would be trained using all data from all utterances, while the speech part of the model would be trained using only the corresponding training set. Figure 3 shows the topology of the resulting models. The differences in classification likelihoods in this case would correspond only to differences between the speech models. The technique of sharing sub-models across various models is known as state-tying in the speech recognition literature [7] and has been successfully applied in continuous speech recognition systems. The complete network of figure 3 amounts to nothing more than a larger HMM. The system needs to segment all utterances into silence and speech parts in order to perform training. Once again, the Baum-Welch algorithm provides the soft-segmentation of the utterances, leading to a maximum likelihood estimation of the silence and speech models.

Figure 3: Context-independent silence models are shared by all character models.

The training algorithm works as follows. Given a desired topology for the silence and speech models like the one presented in figure 3, the Baum-Welch algorithm provides the probability of a given frame of speech being produced by a particular state of the model. This computation is carried out only using the speech model that corresponds to the utterance’s transcription. This probability indicates a soft-assignment between states and frames that is used to reestimate the parameters of the models. This probability and the corresponding feature vector would be accumulated to perform the re-estimation. Since the silence models would be shared by all character models, all the frames in all the utterances, along with the corresponding probabilities for the states of the silence models, would be used to reestimate the parameters of these models. Only the utterances corresponding to a particular speech model would be used to reestimate the parameters of this speech model.

2.3 System III: State-tying for groups of confusing letters

As mentioned before, some groups of characters share acoustic content, such as the /iy/ sound in the E-set or the /ey/ sound in the A-set. Therefore, the corresponding models obtained in section 2.2 are refined by tying a few states of the speech models, as shown in figure 4. As a result, classification within the group is made only by states modeling distinct sound segments. Re-estimation of the parameters of these new speech models is performed using all utterances from a particular group of characters, while the silence models are kept constant. State-tying is performed in the back portion of the speech model for some groups of characters, e.g., E-set and A-set, while state-tying is done in the front part of the speech model for some other groups of characters, e.g., M-N and F-S pairs. The number of states to tie in each group is selected experimentally.
Figure 4: State-tying for groups of letters. Common acoustic structure among various characters would be represented with the same sub-model.

3. EXPERIMENTS

Three different speech corpora were used in the experiments. The first one was the publicly available TI46 word speech database. The second one is a modified version of the TI46 database such that it resembles telephone bandwidth. The third one was a proprietary telephone speech corpus collected at VocalPoint Technologies.

3.1 TI46 database

The Texas Instruments 46-Word Speaker-Dependent Isolated Word Corpus (TI46) is a database of speech which was originally designed and collected at Texas Instruments, Inc. (TI) in 1980, and used initially in performance assessment tests of isolated-word speaker-dependent technology (see [3]).

The speaker-dependent condition of the corpus arises from the fact that utterances from the same subjects were placed in both the training and test sets.

The 46-word vocabulary consists of two sub-vocabularies: (1) the TI 20-word vocabulary (consisting of the digits zero through nine plus the words "enter", "erase", "go", "help", "no", "rubout", "repeat", "stop", "start", and "yes", and (2) the TI 26-word "alphabet set" (consisting of the letters "a" through "z"). Only the latter sub-vocabulary was used in the experiments presented in section 3.5. The "alphabet set" corpus contains read utterances from 16 speakers (8 males and 8 females). Each speaker provided 26 examples of each vocabulary word, 16 examples were assigned to the training set and 10 examples were assigned to the test set. The corpus was collected at Texas Instruments in a quiet acoustic enclosure using an Electro-Voice RE-16 Dynamic Cardiod microphone at 12.5kHz sample rate with 12-bit quantization.

3.2 Transformed TI46 database

As mentioned before, telephone speech increases the challenge of the recognition task, so the TI46 database was modified in order to simulate telephone speech. The original TI46 sampling rate of 12.5kHz was converted to 8kHz by filtering the original data with a 10-tap Kaiser-window based low-pass FIR filter and by re-sampling it using a polyphase implementation. The band-pass characteristic of the telephone channel was simulated by filtering the re-sampled data with a Butterworth filter of order 4 and cut-off frequencies of 280Hz and 6.6kHz.

3.3 VPT database

The third corpus used in the experiments is a database of speech data collected at VocalPoint Technologies. The database reflected data acquired in a variety of conditions. The data was actual telephone speech captured evenly from both an analog phone line and a digital phone line. Two different phones were used, the first one was a cordless phone that was attached to the public telephone network while the second one was a cellular phone attached to the cellular telephone system. Two-thirds of the data were captured with the cordless phone while the other third was obtained with the cellular one. Each subject provided ten examples of each character.

Two groups of subjects were used for this corpus. The first group was composed of 50 subjects. The corresponding utterances were separated into a training set and a test set following the speaker-dependent characteristic and the data proportions of the TI46 dataset in order to make a fair comparison; out of the ten utterances per character provided by each subject, six were assigned to the training set and the remaining four to the test set. The second group was composed of 16 subjects. All the utterances of the second group were used for testing the system in a speaker-independent setting.

Both the speaker-dependent and the speaker-independent test sets have roughly the same number of utterances in order to compare results.

3.4 System implementation

The utterances were pre-emphasized with a first-order filter of the form \(1 - 0.97z^{-1}\). A Hamming windows was used to segment the utterances into frames. The window was 25 ms long and the frame rate was 10 ms. The short-time spectrum of each frame was computed using a 512-point fast Fourier transform (FFT). The short-time spectrum was filtered with a 24-channel triangular filter bank. Mel-frequency cepstrum coefficients were obtained by taking a 24-point discrete cosine transform of the 24 log-filter bank energies. The initial set of feature vectors was composed of 12 cepstrum coefficients and energy. First and second order differences of these 13 features were added to form a 39-dimensional feature vector. No cepstral mean normalization was used.

All character models were composed of 9-state left-to-right HMMs. The state output pdf was modeled with a mixture of Gaussian pdfs. The baseline system used sixteen mixtures per state. System II assigned the two beginning states and the two ending states to the initial and ending silence models. The five remaining central states were assigned to the speech model. Thirty-two mixtures per state were used for the silence silence models and sixteen mixtures per state were used for the speech models. System III tied the three ending states of the speech model for the E-set, the A-set, and the Q-U pair. The beginning state of the speech model was tied in the case of the M-N and F-S pairs.

Training of the models was conducted incrementally as follows. Each training utterance was divided in nine segments of equal length. A mixture of Gaussian was fit to all corresponding segments from each utterance. These mixtures were used to initialize the baseline system models. Four iterations of the Baum-Welch algorithm were used to obtain the final character models.

Context-independent silence models were built on top of the baseline system models. Each training utterance was di-
vided into states using Viterbi alignment. Speech segments from all utterances corresponding to the beginning two states of the models were grouped together. These segments are assigned to the initial silence model of system II. These speech segments were divided in two equal-length parts and a mixture of Gaussians was fit to each part. These mixtures provide the starting parameters for the Baum-Welch re-estimation. A similar procedure was used to obtain the starting parameters for the ending silence model and for the speech models. Four iterations of the Baum-Welch algorithm were used to obtain the final models.

System II models were used as the initial models for system III. The silence models were kept unmodified, while the speech models were re-estimated following the desired state-tied topology. Four iterations of the Baum-Welch algorithm were used to obtain the final models. Testing of system III was carried out as follows. All test utterances were classified with system II. Each utterance assigned to one of the groups of characters modeled by system III was re-classified within the group. For example, an utterance classified as "B" by system II would be re-classified using the system III models for the E-set. This re-classification provided the final decoding decision to be used in the computation of the error rates.

3.5 Experimental results

Recognition experiments were conducted in speaker-dependent and -independent scenarios. The error rates of the systems presented in section 2 are shown on table 1. We observe a clear improvement in performance when using state-tying. System III outperforms the baseline system by roughly 60% for speaker-dependent conditions and by 45% for speaker-independent ones.

<table>
<thead>
<tr>
<th></th>
<th>TI46</th>
<th>transf. TI46</th>
<th>VPT spk. dep.</th>
<th>VPT spk. ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>3.24%</td>
<td>16.88%</td>
<td>18.27%</td>
<td>24.24%</td>
</tr>
<tr>
<td>II</td>
<td>2.22%</td>
<td>4.30%</td>
<td>10.46%</td>
<td>17.12%</td>
</tr>
<tr>
<td>III</td>
<td>1.40%</td>
<td>2.51%</td>
<td>7.10%</td>
<td>13.35%</td>
</tr>
</tbody>
</table>

Table 1: Performance comparison of the three systems presented in the paper.

Table 2 shows the difference in error rates obtained by state-tying of different sets of characters. We observe that the improvement in performance is much more pronounced for the speaker-dependent case than for the speaker-independent one. Still, the speaker-independent performance on the E-set is 30% better than the results presented on reference [10].

<table>
<thead>
<tr>
<th></th>
<th>TI46</th>
<th>transf. TI46</th>
<th>VPT spk. dep.</th>
<th>VPT spk. ind.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-set</td>
<td>5.51%</td>
<td>9.98%</td>
<td>20.63%</td>
<td>29.90%</td>
</tr>
<tr>
<td>tied E-set</td>
<td>3.42%</td>
<td>5.02%</td>
<td>12.98%</td>
<td>19.89%</td>
</tr>
<tr>
<td>A-set</td>
<td>0.63%</td>
<td>0.63%</td>
<td>5.85%</td>
<td>7.03%</td>
</tr>
<tr>
<td>tied A-set</td>
<td>0.21%</td>
<td>0.00%</td>
<td>2.82%</td>
<td>6.59%</td>
</tr>
<tr>
<td>M-N pair</td>
<td>2.52%</td>
<td>3.14%</td>
<td>9.09%</td>
<td>11.15%</td>
</tr>
<tr>
<td>tied M-N</td>
<td>1.89%</td>
<td>2.52%</td>
<td>7.97%</td>
<td>11.15%</td>
</tr>
<tr>
<td>F-S pair</td>
<td>0.01%</td>
<td>0.01%</td>
<td>1.29%</td>
<td>1.57%</td>
</tr>
<tr>
<td>tied F-S</td>
<td>0.00%</td>
<td>0.00%</td>
<td>1.11%</td>
<td>1.73%</td>
</tr>
<tr>
<td>Q-U pair</td>
<td>0.31%</td>
<td>0.31%</td>
<td>2.60%</td>
<td>3.70%</td>
</tr>
<tr>
<td>tied Q-U</td>
<td>0.31%</td>
<td>0.31%</td>
<td>1.62%</td>
<td>3.70%</td>
</tr>
</tbody>
</table>

Table 2: Comparison of error rates with and without state-tying for different sets of characters.

4. CONCLUSIONS

This paper has presented a novel approach to character recognition based on tying states of the HMMS that correspond to common acoustic contents. The experiments have shown that our system outperforms whole-character models by roughly 60% in speaker-dependent conditions, and by 45% in speaker-independent conditions. The overall system performance is 11% better than the best performance presented in the literature [10] for speaker-independent scenarios.

A weakness of the proposed method is the lack of an automatic technique for deciding which states need to be tied in order to accurately represent common acoustic patterns. This decision is currently based on experimental results.

REFERENCES