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ABSTRACT 
For 3D display systems, detection and tracking of the ob-
server’s view point is necessary to render the correct view 
according to the observer position. In this paper, we present 
a new real-time view point tracking system using a single 
web cam. The system can easily be installed on a standard 
PC together with an autostereoscopic display or stereoscopic 
glasses (shutter, polarized, pulfrich, and anaglyph) with ap-
propriate video cards. For view point tracking, the first step 
is to detect the observer position. Our detection method is 
based on boosted cascade of simple feature classifiers. The 
detected object is observer’s eyes for autostereoscopic dis-
plays or observer’s face with glasses for the other case. In 
the second step Lucas Kanade Tracker is used to track the 
eyes/face. The total process can achieve a frame rate of 
20Hz on a Pentium IV 3.0 GHz computer in our implemen-
tation. 

1. GENERAL INFORMATION 

3D display systems are evolving very rapidly. Different dis-
play systems are available in the market such as: SeeReal 
[1], CrystalEyes 3 [2], Another Eye 2000 [3], E-D Glasses 
[4], SynthaGram SG222 [2], DTI 2015XLS [5]. These sys-
tems can be classified in two sets: Autostereoscopic displays 
[6], [7], [8], [9], active or passive stereoscopic systems with 
special purpose glasses [2], [3], [4]. Autostereoscopic dis-
plays are high in price however they provide 3D image to a 
viewer without the need for glasses or other encumbering 
viewing aids.  
An important problem in both of these systems is the detec-
tion and tracking the observer. In order to get a good 3D 
perception, scene must be rendered according to the ob-
server’s viewing angle. In recent years, researchers have 
developed video-based trackers [10], [11], [12], [13], [14]. 
These methods detect and track observer’s eyes from a 
video sequence in real time and users don’t have to wear 
special equipment also current products started to include 
eye tracking systems [1], however this further increases the 
price.  
The proposed system in this paper is cheaper, can easily be 
installed on a standard PC and can be used by both autos-
tereoscopic and active/passive systems. System implementa-
tion is done in C++ language and OpenGL is used to render 
the stereo frames on the display. 
The rest of the paper is organized as follows: Section 2 de-
scribes the overall system in general and object detection 

and tracking methods are mentioned in section 3 and 4 re-
spectively. In section 5, our implementation is described and 
some results are given. Conclusion and future work are in 
section 6. 

2. SYSTEM OVERVIEW 

The overall system is shown in Fig. 1. Web cam is located 
on the top of the monitor and parallel to the monitor. System 
characteristics are as followed: 

Distance range:  40 cm – 100 cm 
Viewing angle: +350 (depends on web cam) 
Head rotation: +300 (all directions) 
Camera resolution: 320x240 Pixel 
Measurement rate: 20 Hz 
Detection certainty: > 95 % (depending on lighting) 

By using the developed software, the system first detects the 
observer’s viewpoint according to the monitor. For autos-
tereoscopic displays, observer’s eyes are detected and for 
3D glasses observers face with wearing glasses are detected. 
System is designed for only one observer. If more than one 
observer exists, program chooses the one closest to the 
monitor. After detection, 10 feature points, which have high 
and similar eigenvalues, are selected on the detected area by 
the technique described by Shi and Tomasi [15]. These fea-
ture points are than given to the tracking algorithm as input 
and system tracks these points. System ends tracking after 
30 frames or if object is lost and enter detection mode again. 
Object is declared as lost if 8 of the feature points are lost. 
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Figure 1: System flow chart. 



 
 

 
 
 
Both detection and tracking is done in x, y directions but 
only x direction is used since stereo images in our sample 
stereo image sets have disparity only in x direction. Program 
finds the observer’s location “x” on the web cam image us-
ing the tracking points and calculate observer’s viewing 
angle ‘α’ according to the monitor as shown in figure 2. Pin-
hole camera model is used in figure 2.  
Camera calibration is done using a chessboard as described 
by Zhengyou Zhang [16] 
In every frame program uses viewing angle to render the 
correct view according to the observer using the hardware.  

3. OBJECT DETECTION METHOD 

The object detection method that is used has been first pro-
posed by Paul Viola [18] and improved by Rainer Lienhart 
[19], [20]. This method describes a framework for robust and 
extremely rapid object detection. In order to detect a specific 
object, first a classifier (cascade of boosted classifiers work-
ing with haar-like features) is trained with a few hundreds of 
sample images that are scaled to the same size, of that object 
and a lot of other images those do not contain object. Object 
images called positive examples and other images called 
negative examples. 
After a classifier is trained, it can be used to detect an object 
in a region (same size as the positive samples) on the input 
image. If the region contains the object, classifier outputs ‘1’ 
or ‘0’ otherwise. To search the object in the whole image, one 
can move the search window across the image and check 
using the classifier. The classifier can be resized very easily 
so it can be used to search object at different sizes. Resizing 
the classifier requires less calculations and it is more efficient 

than resizing the whole image. So, to detect an object at un-
known size, several scans can be done on the input images at 
different scales. Subsequent locations are obtained by 
shifting the search window by s∆ pixels.(s=scale factor, 
∆=shifting factor). Experimental results show that a scale 
factor of s=1.25 and ∆=1.0 or ∆=1.5 are optimal values. 
Classifier is actually cascade of boosted classifiers working 
with haar-like features. Cascade means resultant classifier 
consists of several simple classifiers (stages). These simple 
classifiers are applied subsequently to the region that we look 
for the object. If at some stage the candidate rejected, the 
classifiers output ‘0’. If all the stages are passed, the 
classifier outputs ‘1’. These simple classifiers are also 
complex themselves and are composed of basic classifiers. 
The word boosted means that these simple classifiers are 
built from basic classifiers by a boosting technique called 
Adaboost [21]. The basic classifiers are decision-tree 
classifiers with at least 2 leaves. The input to the basic 
classifiers is Haar-like features. These features are 
reminiscent of Haar basis functions which have been used 
by Papageorgiou et al. [22]. 
Examples of these features are shown in figure 3.  
 

 
 
 

 

 
These features are prototype and a specific classifier is de-
termined by its shape (2a, 3b etc.), position within the region 
and its scale (different than the scale in detection stage). All 
of the features can be calculated by using two rectangles. 
The sum of the pixels within the white rectangles is sub-
tracted from the sum of the pixels within the black rectangle. 
All features can be calculated rapidly by the help of two 
intermediate image representations called “Summed Area 
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Figure 2: Calculation of the viewing angle ‘α’ of the
observer. 

Figure 3: Feature prototypes of simple haar-like and
center-surround features. Black areas have negative and
white areas positive weights. 



Table (SAT)” and “Rotated Summed Area Table (RSAT)”. 
By the help of these images features used by detector can be 
calculated very quickly. The SAT and RSAT of an image can 
be computed using a few operations per pixel and once 
computed, any of the features at any scale and location can 
be computed in constant time 

4. TRACKING METHOD 

Tracking method that is used in the system is the modified 
version of the Lucas Kanade tracking algorithm, which 
involves its pyramidal implementation as given by Bouguet 
[20], [23]. Local accuracy and robustness are the most 
important problems of any feature tracker. Pyramidal 
implementation of the classical Lucas-Kanade algorithm 
provides sufficient local accuracy and can handle large 

 3 pyramidal levels were employed in our 

s out outside of the image or 
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ereo API and stereo images can be rendered using 

tion. Information about the training of the 
ascades is shown in Table 1. 
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motions.  
Algorithm first computes optical flow at the highest level of 
the pyramid. Then, result is used as an initial guess at a lower 
lever and this continues until to the bottom level (original 
image).
implementation. 
Feature point selection, as input to the algorithm, is described 
by Jianbo Shi and Carlo Tomasi [15]. Algorithm declares a 
feature “lost”, if point fall

5. IMPLEMENTATION AND RESULTS 

We have implemented our system using E-D 3D shutter 
glasses, NVIDIA Quadro2 MX graphics card and a Creative 
NX Web cam on a Pentium IV 3.0 GHz computer. NVIDIA 
Quadro2 MX graphics card enables the use of OpenGL quad 
buffered st
this API.  
In order to detect the observer’s position, two classifiers are 
trained for eyes and for face with glasses as described in 
section 3. Classifier for eyes is for autostereoscopic displays. 
Classifier for face with glasses is used in our 
implementa
c

Positive samples 3000 70 

Negative samples 1100 1300 

Number of stages 18 11 

Size (in pixels) 35x16 30x40 
 
 
 
 
Detection times of the classifiers are 80-90 milliseconds with 
image resolution 320x240 pixels. The results of the detection 

racking is faster than the detection and can be done in 7-8 
illiseconds between consecutive frames. Figure 6 shows 

 

 achieved. 
We ve used 4 sets of images for rendering. These sets are 
taken from web [24]. Each set contains 9 different views. 

igure 7 shows 3 of the 9 images from a set.  
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Figure 5: Examples of detected faces with glasses 

step are shown in figures 4 and 5. 
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Figure 6: Examples of tracking the observer. White spots are 
the tracking points and green spot indicate the viewpoint of 

the observer. 
Since tracking time is very short, measurement rate is 
determined by the frame rate of the camera. In our 
implementation a frame rate of 20Hz have been
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Table 1. Training information of the classifiers. 
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6. CONCLUSION AND FUTURE WORK 

In this paper, we presented a 3D display system with detec-
tion and tracking of the observer’s viewpoint with a web 
cam and rendering the correct view according to the position 
of the observer. Both autostereoscopic displays and 3D 
glasses can be integrated into the system. We have imple-
mented our system using 3D glasses and in the future we 
will implement with an autostereoscopic display. 4 sets of 
images have used in the system for rendering different 
views. The image for each angle is approximated with a 
single image throughout an interval of viewing angle. In the 
future, we will use intermediate view recons

of the observer is
use also the “y” movement o
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