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ABSTRACT

An efficient non-linear pre-filtering technique based on
Tomlinson-Harashima pre-coding (THP) has recently been
proposed by Liu and Krzymien for multiple antenna multi-
user systems. The algorithm is based on the Zero-Forcing
(ZF) criterion and assumes a number of transmit antennas
equals to the number of active users. In contrast to other
methods, it ensures a fair treatment of the active users pro-
viding them the same signal-to-noise ratio. In multimedia
applications, however, several types of information with dif-
ferent quality-of-service (QoS) must be supported. Moti-
vated by the above problem, in the present work we design
a ZF THP-based pre-filtering algorithm for multiple antenna
multi-user networks in which the base station allocates the
transmit power according to the QoS requirement of each ac-
tive user. In doing so, we consider a system in which the
number of active users may be less than the number of trans-
mit antennas. As we will see, in such a case there exists an
infinite number of solutions satisfying the ZF criterion. We
address the problem of finding the best using as optimality
criterion the maximization of the signal-to-noise ratios at all
mobile terminals.

1. INTRODUCTION

Over the last years, multiple-input multiple-output (MIMO)
techniques have received a lot of attention due to their poten-
tial benefits in terms of spectral efficiency and/or diversity
gain [1]. Multiple antenna multi-user systems have recently
been proposed as a mean to combine the high capacity pro-
vided by MIMO processing with the multiple-access capabil-
ity of space-division-multiplexing (SDM) [2]. The main im-
pairment of MIMO multi-user systems is represented by the
multiple-access interference (MAI) arising from the simul-
taneous transmission of parallel data streams over the same
frequency band. In uplink transmissions interference mitiga-
tion is typically accomplished at the base station (BS) using
linear multi-user detectors or non-linear techniques based on
layered architectures [3]. The above schemes require joint
processing of the received signals and, accordingly, are not
suited for downlink transmissions where coordination among
spatially distributed users is not possible. In these circum-
stances, interference mitigation can only be accomplished at
the transmit side using pre-filtering techniques. This requires
some form of channel state information (CSI) at the trans-
mitter, which can be achieved in time division duplex (TDD)
systems by exploiting the channel reciprocity between alter-
nate uplink and downlink transmissions.

Tomlinson-Harashima pre-coding (THP) schemes have
recently been proposed as viable candidates to mitigate the
detrimental effects of interference in downlink transmissions.
References [4] -[8] provide a good sample of the results ob-
tained in this area. In particular, in [4] the processing matri-
ces of the THP algorithm are designed according to a min-
imum mean square error (MMSE) approach under a con-
straint on the overall transmit power. Unfortunately, the so-
lution to this problem requires a large number of matrix in-
versions (equal to the number of active users) and may be in-
feasible when applied to heavy-loaded systems. An efficient
implementation of the above algorithm is discussed in [5],
where all matrix inversions are replaced by a single Cholesky
factorization. The method reported in [6] is based on the
QR-decomposition of the channel matrix and selects the pre-
filtering coefficients according to the zero-forcing (ZF) crite-
rion so as to completely remove the interference at the re-
ceivers. In [7], this approach is extended to a multi-user
MC-CDMA network in which the mobile terminals (MTs)
can employ conventional single-user detection (SUD) tech-
niques. Albeit reasonable, the methods reported in [6]- [7]
are not based over any optimality criterion and produce sig-
nificant differences in the error rate performance of the re-
ceive terminals, which may be undesirable if fair treatment
of the active users is required. A solution to this problem is
provided in [8], where the THP matrices are computed so
as to ensure the same signal-to-noise ratio (SNR) at each
MT. The main drawback of this solution is that it requires
a number NT of transmit antennas equals to the number K
of active users. This may prevent its applicability to practi-
cal multi-user systems, where the number of contemporarily
active users varies dynamically according to the traffic evo-
lution while NT is fixed.

In this work we return to the problem discussed in [8]
and propose a THP-based scheme that can be used even when
K < NT . As we will see, in such a case there exists an infinite
number of solutions satisfying the ZF criterion. We address
the problem of finding the best using as optimality criterion
the maximization of the SNRs at all mobile terminals. Com-
pared to [8], our scheme has lower complexity and allows the
BS to allocate the transmit power according to the Quality-
of-Service (QoS) constraints of each user. This is a signifi-
cant advantage for future communications systems where the
traffic is a mixture of heterogenous multimedia applications,
each of which with different QoS constraints.

The remainder of this work is organized as follows. Next
section outlines the signal model and introduces basic nota-
tion. In Section 3 we derive the pre-filtering scheme using
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Figure 1: Block diagram of the transmitter.

the ZF criterion. Numerical results are provided in Section
4, while conclusions are drawn in Section 5.

2. SYSTEM MODEL

We consider the downlink of a network in which the BS
employs NT transmit antennas to communicate with K ac-
tive users (K ≤ NT ), each equipped with a single receive an-
tenna. The user data are collected into the K-dimensional
vector a = [a1,a2, ...,aK ]T (the notation [ · ]T denotes the
transpose operation) and are taken from an M-QAM con-
stellation with energy σ2

a = 2(M− 1)/3. This amounts to
saying that the real and imaginary parts of ak belong to the
set A = ∈ {±1,±3, ...,±√M−1}.

Figure 1 shows the THP-based scheme under investiga-
tion. It consists of a backward matrix B, K non-linear op-
erators MODM(·) and a forward matrix F. As discussed in
[9], B is strictly lower triangular to allow data pre-coding in
a recursive fashion while the modulo operator acts indepen-
dently over the real and imaginary parts of its input according
to the following rule

MODM(x) = x−2
√

M ·
⌊

x−√M
2
√

M

⌋
(1)

where the notation bcc indicates the smallest integer larger
than or equal to c. A close observation of (1) re-
veals that MODM(x) performs a periodic mapping of x
onto the interval (−√M,

√
M]. In practice, the pre-

coded symbols bk are constrained into the square region
ℵ = {x(R) + jx(I)|x(R),x(I) ∈ (−√M,

√
M]} and the transmit

power is consequently reduced with respect to linear pre-
filtering.

Using (1) it is seen that the elements of b can be itera-
tively computed as

bk = ak−
k−1

∑
l=1

[B]k,l bl +dk k = 1,2, . . . ,K (2)

where [·]k,` is the (k, `)th entry of the enclosed matrix, dk =
2
√

Mpk and pk is a complex-valued quantity whose real and
imaginary parts are suitable integers that reduce bk to the
square region ℵ. Clearly, a unique pk exists with such a
property.

From (2) we see that the modulo operation in (1) is equiv-
alent to adding a vector d= [d1, d2, . . . , dK ]T to the input data
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Figure 2: Equivalent block diagram of the transmitter.

symbols a. This results in the equivalent block diagram illus-
trated in Figure 2, from which it follows that

b = C−1v (3)

where we have defined v = a+d and C = B+ I (I denotes
the identity matrix of order K). Note that C is a unit-diagonal
and lower triangular matrix, i.e., [C]k,k = 1 and [C]k,` = 0 for
k < `.

The pre-coded symbols bk are then passed to the forward
matrix F. The resulting NT - dimensional vector s = Fb is
finally transmitted over the channel using the NT antennas
of the BS array. The channel is flat-fading and it is math-
ematically described by a matrix H of dimensions K×NT .
In particular, [H]k,i represents the channel gain from the ith
transmit antenna to the kth MT. Then, the received signal at
the kth MT can be written as

yk = HkFb+wk (4)

where Hk indicates the kth row of H while wk accounts for
the thermal noise and it is modelled as a Gaussian random
variable with zero-mean and variance σ2

w. At the receiver
side, each sample yk is scaled by the automatic gain control
(AGC) unit and fed to the same modulo operator employed
at the transmitter so as to remove the effect of dk. The out-
put is finally passed to a threshold device which delivers an
estimate of ak.

Stacking the received signals of all users into a single
vector y = [y1,y2, ...,yK ]T and bearing in mind (3), we may
write

y = HFC−1v+w (5)

where w = [w1,w2, ...,wK ]T is a Gaussian vector with zero-
mean and covariance matrix σ2

wI. In the next Section we
show how the backward and forward matrices can be de-
signed according to the ZF criterion.

3. DESIGN OF THE BACKWARD AND FORWARD
MATRICES

3.1 Optimality Criterion
From (5) we see that the received signals depends on the
THP matrices F and C. The latter must be designed so as
to mitigate the MAI while enhancing the desired signal com-
ponent. To this purpose, we adopt a procedure in which a ZF
approach is first employed to completely eliminate the MAI
and the result is then exploited to maximize the SNR at all
MTs. The resulting scheme is suitable for multimedia appli-
cations with different QoS requirements since it can provide
any set of relative SNRs at the MTs.

To maintain the same power as in the case where no pre-
filtering is performed, we impose a constraint on the overall
transmit power. Assuming that the pre-coded symbols bk are
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statistically independent with zero mean and power σ2
a [6],

the power constraint can be mathematically expressed as

tr
{
FHF

}
= K (6)

where tr{·} denotes the trace of the matrix.

3.2 ZF Design
The complete elimination of MAI at all MTs implies that

y =
√

eΛv+w (7)

where e is a non-negative real-valued parameter that must
be chosen so as to meet the power constraint (6) while Λ =
diag{λ1, λ2, . . . ,λK} is a diagonal matrix with real-valued
components satisfying the identity tr{Λ} = K. The sam-
ple yk at the kth MT is fed to the AGC unit and ideally di-
vided by λk

√
e . Next, it is passed to a non-linear device

that operates according to (1). Neglecting for simplicity the
modulo-folding effect on the thermal noise, the output from
the non-linear device takes the form

zk = ak +
wk

λk
√

e
(8)

and the corresponding SNR is given by

SNRk = e · λ 2
k σ2

a

σ2
w

. (9)

The above equation indicates that BS can ensure any set of
relative SNRs at the MTs by properly selecting the elements
of Λ. Note that this is in contrast with the method discussed
in [8], where the same SNR is guaranteed at each remote
unit.

Comparing (5) with (7) leads to the following modified
ZF condition

HF =
√

eΛC. (10)

Letting H̃ = Λ−1H and U = (1/
√

e) ·F, we may rewrite the
above equation in the equivalent form

C−1H̃U = I (11)

while the power constraint (6) becomes

tr
{
UHU

}
=

K
e

. (12)

The ZF condition in (11) is now exploited to compute U.
For this purpose, we observe that (11) is a system of K2 lin-
ear equations whose unknowns are the NT ×K entries of U.
Since K ≤ NT , we observe that (11) may have more equa-
tions than unknowns. In such a case there exists an infinite
number of matrix U satisfying (11) and the problem is to find
the best. As mentioned earlier, we provide a solution to this
problem looking for the maximum of the SNR at each MT.

Solving (12) with respect to e and substituting into (9)
yields

SNRk =
λ 2

k σ2
a

σ2
w
· K

tr{UHU} (13)

from which it follows that the matrix U maximizing the
right-hand side (RHS) of (13) is the minimum-norm solution

of (11). The latter is found as the pseudo-inverse of C−1H̃
[10] and reads U = H̃H(H̃H̃

H
)−1C or, equivalently,

U = HH (
HHH)−1

ΛC (14)

where we have borne in mind that H̃ = Λ−1H. Substitut-
ing (14) into (13), we obtain

SNRk =
λ 2

k σ 2
a

σ2
w
· K

tr{CHΛH(HHH)−1ΛC} . (15)

In Appendix it is shown that the unit-diagonal and lower tri-
angular matrix C maximizing the RHS of (15) is given by

C = Λ−1LD (16)

where L is taken from the Cholesky factorization of the ma-
trix HHH and D is a K×K diagonal matrix which scales
the elements on the main diagonal of C to unity, i.e., D =
diag

{
λk/[L]k,k;1≤ k ≤ K

}
.

Substituting (16) into (14) and recalling that F =
√

e ·U,
we obtain

F =
√

e ·HH (
L−1)H

D (17)

where e is found from (12) using the identity tr
{
UHU

}
=

tr
{
DHD

}
and reads

e =
K

K
∑

n=1
(λn/[L]n,n)

2
. (18)

Finally, substituting (18) into (9) yields the SNR at the kth
MT

SNRk =
λ 2

k σ2
a

σ2
w
· K

K
∑

n=1
(λn/[L]n,n)

2
. (19)

The above equation indicates that BS can ensure any set of
relative SNRs at the MTs by properly selecting the elements
of Λ. In the sequel, the scheme that employs the matrices F
and C given in (17) and (16) is called the Zero-Forcing THP
(ZF-THP) algorithm.

3.3 Remarks
1) Letting B = 0 (corresponding to C = I) leads to the ZF
linear (ZF-L) pre-coding scheme. In these circumstances the
forward matrix F takes the form

F =
√

e′ ·HH (
HHH)−1

Λ (20)

with e′ = K/tr{ΛH(HHH)−1Λ}, while the SNR at the kth
MT is given by

SNR′k =
λ 2

k σ 2
a

σ2
w
· K

K
∑

n=1
(λn/[L]n,n)

2 +
K
∑

n=2

n−1
∑

`=1

∣∣ [L−1Λ]n,`

∣∣2
.

(21)
Comparing (21) with (19) indicates that SNR′k ≤ SNRk,
meaning that ZF-L cannot perform better than ZF-THP.

2) Setting Λ = I into (16) produces C = LD while F is
still given in (17) with D = diag

{
1/[L]k,k;1≤ k ≤ K

}
and
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e = K/
K
∑

k=1
(1/ [L]k,k )2. It is interesting to compare this re-

sult with the THP-based scheme discussed in [6] , where
C = DL and F = HH

(
L−1

)H . As it is seen, our solution
only differs for the presence of the scalar factor

√
e and for

the different position of D into the expression of the back-
ward and forward matrices. However, selecting C and F as
indicated in [6] leads to

SNRk =
σ 2

a [L]2k,k
σ2

w
. (22)

Since L is taken from the Cholesky factorization of HHH ,
the above equation indicates that the set of relative SNRs de-
pends on the actual channel matrix H. This means that they
cannot be designed by the BS according to the QoS require-
ments of the active users.

3) Setting Λ = I and K = NT into (16)-(18) leads to the
THP matrices employed by Liu and Krzymien (L&K) in [8].
Compared to L&K, however, our scheme is simpler to imple-
ment as it only involves the Cholesky factorization of HHH

whereas K−1 matrix inversions (of decreasing order from K
to 2) are required in [8]. Moreover, the proposed algorithm
can adjust the relative SNRs at the remote units by properly
selecting the elements of Λ and has a wider application range
than L&R as it can be used even when K < NT .

4) It is well known that the ordering strategy adopted dur-
ing the pre-coding process has a significant impact on the
performance of THP. The optimal order is the one that maxi-
mizes the SNR at all MTs and it can only be found through an
exhaustive search over all possible permutations of the par-
allel data streams. Unfortunately, this may require excessive
computations in the presence of many active users (heavy-
loaded system). An interesting alternative to the exhaustive
search is the best-first ordering strategy, which was originally
proposed in [3] for the vertical Bell Labs layered space-time
(V-BLAST) architecture and recently extended to THP in [5]
and [8]. These methods operate on the rows of the channel
matrix and in most cases achieve the optimal order with a
significant reduction of complexity with respect to the ex-
haustive search. In the sequel, we adopt the optimal method
proposed by [8] after replacing H with the modified channel
matrix H̃.

4. SIMULATION RESULTS

Computer simulations have been run to assess the perfor-
mance of ZF-THP in terms of uncoded bit-error-rate (BER)
vs. Et/N0, where Et is the average transmitted energy per
bit and N0 the one-sided noise power spectral density. The
information bits are mapped onto 16-QAM symbols and the
number of transmit antennas is fixed to NT = 4. A new chan-
nel matrix H is generated at each simulation run. Its entries
are modeled as independent Gaussian random variables with
zero-mean and unit variance. Perfect channel knowledge is
assumed at the transmitter end. As mentioned earlier, the op-
timal order is found by using the best-first ordering strategy
discussed in [8].

Figure 3 illustrates the BER of ZF-THP for Λ = I and
three active users (K = 3). Comparisons are made with
ZF-L and L&K. Since the latter is specifically designed for
NT = K, only the first K transmit antennas out of a total of
NT are used for transmission. As is intuitively clear, in this
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Figure 3: BER performance vs. Et/N0 with K = 3.
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Figure 4: BER performance vs. Et/N0 with K = 2.

case L&K does not exploit the spatial diversity offered by the
MIMO channel and its performance is even worse than that
achievable with ZF-L. To overcome this problem, we pro-
pose an improved version of the L&K algorithm in which the
best K antennas (i.e., those maximizing the SNR of the ac-
tive users for the actual channel realization) are selected for
transmissions. This scheme is referred to as L&K-AS (L&K
with Antenna Selection) in the sequel. In this way some form
of spatial diversity is achieved and significant gains are ob-
served with respect to both L&K and ZF-L. The best results
are obtained with ZF-THP, which exhibits a gain of approx-
imately 1 dB as compared to L&K-AS. Note that ZF-THP
is much simpler to implement than L&K-AS since the latter
requires K − 1 matrix inversions for each possible antenna
selection.

Figure 4 illustrates the performance of ZF-THP, ZF-L,
L&K and L&K-AS in the same operating conditions of Fig-
ure 3 except that now two users are simultaneously active
(K = 2). As expected, the system performance of ZF-THP,
ZF-L and L&K-AS improve as the spatial diversity increases.
In contrast to the previous results, we see that now ZF-L per-
forms even better than L&K-AS for Et/N0 < 12 dB. Again,
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Figure 5: BER performance vs. Et/N0 in presence of two
active users with different QoS requirements.

ZF-THP gives the best results. In particular, at an error rate
of 10−3 the gain of ZF-THP with respect to ZF-L is approxi-
mately 1.5 dB while it becomes 2.5 dB with L&K-AS.

Figure 5 shows the BER of ZF-THP in case of two users
with different QoS requirements. In particular, we set λ2 =√

2λ1 so that SNR2 is 3 dB higher than SNR1. Comparisons
are only made with ZF-L since L&K and L&K-AS cannot
ensure different SNRs at the MTs. As expected, ZF-THP
performs better than ZF-L.

5. CONCLUSIONS

We have derived a non-linear pre-filtering scheme for MIMO
multi-user downlink transmissions based on Tomlinson-
Harashima pre-coding. The proposed solution aims at maxi-
mizing the SNR at all mobile terminals under a ZF constraint.
At the same time, it allows the BS to allocate the available
power according to the QoS requirements of each user. In
contrast to other existing methods, this scheme is simpler
to implement and can effectively exploit the spatial diver-
sity provided by the MIMO channel when the number of si-
multaneously active users is less than the number of transmit
antennas.

6. APPENDIX

In this Appendix we highlight the major steps leading to (16).
Our goal is to find the matrix C that maximizes the RHS of
(15). This is equivalent to minimizing

J = tr{CHΛH(HHH)−1ΛC}. (23)

We begin by considering the Cholesky factorization of the
matrix HHH in (23), i.e.,

HHH = LLH (24)

where L is a K×K lower triangular matrix with real positive
elements on the main diagonal. Substituting (24) into (23)
produces

J = tr
{
CHΛH (

LH)−1
L−1ΛC

}
(25)

or, equivalently,

J = tr
{(

L−1ΛC
)H

L−1ΛC
}

. (26)

Next, we observe that L−1ΛC is still a lower triangular ma-
trix and, in consequence, equation (26) can be rewritten as

J =
K

∑
k=1

λ 2
k

[L]2k,k
+

K

∑
k=2

k−1

∑̀
=1

∣∣∣
[
L−1ΛC

]
k,`

∣∣∣
2

(27)

where we have born in mind that C is a unit-diagonal and
lower triangular matrix, i.e., [C]k,k=1 for k = 1,2, . . . ,K.

From (27) it follows that the minimum of J is achieved
when L−1ΛC is diagonal, i.e.,

L−1ΛC = D. (28)

Finally, premultiplying both sides of (28) by Λ−1L produces
the result (16) in the text.
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