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ABSTRACT

Multi-user systems based on OFDM are frequently used in pow-
erline or quasi-static wideband wireless channels. Typical scenar-
ios assume that precise channel state information can reasonably
be obtained at the transmitter and at the receiver. In downlink, a
spectral mask constraint is usually imposed too. In such previous
context, we assume two multiple access schemes, MC-DS-CDMA
and a simpler OFDMA, and we investigate their achievable-rate re-
gions. In particular, we study the so-called "balanced ratecriterion",
in order to select a point of the achievable-rate region which guaran-
tees fairness between all the active users. We propose a simplified
algorithm to calculate an approximate balanced rate solution for the
OFDMA case. The loss of the OFDMA solution with respect to the
MC-DS-CDMA solution is shown to be acceptable. Comparisons
with other OFDMA allocation algorithms have also been reported.

1. INTRODUCTION

Different techniques are supposed to provide reliable and high-
speed connections to home consumers (“last-mile problem”), and
the recently proposed PowerLine Communications (PLC) generate
a certain appeal in the research and industrial community. Pow-
erline’s characteristics are similar to the ones of the cable used in
the digital subscriber line (xDSL). For this reason, Orthogonal Fre-
quency Division Multiplexing (OFDM) has been retained as a good
modulation able to assure high data rates in a frequency selective
medium.

The powerline channel impulse response can be considered
quasi-static over frame time-scale, as in other wired systems or in
wireless scenarios with no mobility and static environment. Un-
der this assumption, channel state information (CSI) can bemade
available at the transmitter and at the receiver. It is well known
that in point-to-point transmissions with perfect CSI at both ends,
water-filling with bit-loading can approach capacity. In the case of
multipoint-to-point transmission, the capacity region for wideband
Gaussian channels has been addressed in [1], for instance. When
a suboptimal transmitter and receiver structure is imposedby prac-
tical constraints, we prefer to use the term "achievable region" in-
stead of "capacity region". There exist many contributionsin this
area, and results strongly depends on the modem structure and on
the transmitted signal constraints [2], [3].

In this paper we deal with a multiuser OFDM-based system,
with perfect CSI at both sides. We focus on the study of the
achievable-rate region for the downlink under spectral mask con-
straint. This setting is motivated by the following PLC context: a
unique cell withK modems is connected to a repeater through the
powerline. The medium access is done by assigning to the users
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different spreading orthogonal codes on every subcarrier (MC-DS-
CDMA). This choice can be motivated by the fact that time spread-
ing helps to cope with inter-cell interference. When all thespread-
ing codes allocated in a subcarrier are assigned to one givenuser, the
MC-DS-CDMA boils down to a simpler OFDM access technique
(OFDMA). It will be interesting to study then the achievable-rate
loss due to the simplification in the access technique (from MC-DS-
CDMA to OFDMA). Spectral mask constraint is used in downlink
in order to satisfy the ElectroMagnetic Compatiblity (EMC)con-
straints of the PLC system. We recall that, although introduced in
PLC context, this model is sufficiently general to include also wide-
band wireless multi-user systems with quasi-static channel. Once
introduced the model parameters and equations, in Section 3we
investigate the problem of describing the achievable region for the
MC-DS-CDMA. In Section 4, we restrict our study to OFDMA. To
assure fairness between different users, we would like to assign dif-
ferent priorities to the users in the following way: the "worse" the
user is, the more important the priority is. We actually focus on the
balanced rate criterion introduced in [4], which aims at providing to
each user the same proportion of its maximal rate. We proposean
algorithm which calculates an approximate OFDMA solution of the
balanced rate problem. In Section 5, we provide comparisonswith
other policies, especially the min-max one introduced in [5], which
guarantees a minimal rate to each user. A conclusion is drawnin
Section 6.

2. SYSTEM MODEL

Let B be the total bandwidth andN the number of OFDM sub-
carriers. With an appropriate guard interval, the selective chan-
nel of thek-th user is equivalent toN parallel flat fading channels
{Hk,n}, whereHk,n is the channel frequency response evaluated at
the Fourier frequency corresponding to then-th subcarrier. Under
our hypothesis,Hk,n is a complex scalar known at the transmitter
and at the receiver. The equivalent channel gains are definedas

Gk,n =
|Hk,n|

2

Γkσ2
k,n

(1)

whereσ2
k,n is the noise variance experienced by thek-th user on

the n-th subcarrier andΓk its a power penalty which measures the
gap between the Shannon capacity and the current coding scheme
adopted by the userk. Let γk,n be the ratio of the spreading codes
allocated to the userk on then-th subcarrier. The orthogonality of
the spreading codes assures that

K

∑
k=1

γk,n = 1, ∀n . (2)

whereK is the total number of users in the cell. Besides, we assume
that γk,n for all n, k takes on continuous values between 0 and 1.

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



This hypothesis is useful for solving the optimization problem, but
in practiceγk,n takes on quantized values depending on the number
of spreading codes. We suppose also the spectral mask and allsig-
nal spectra to be constant inside each OFDM subcarrier. Then, the
sum power spectral density constraint boils down to a sum power
constraintMn per sub-carrier

K

∑
k=1

γk,n Pk,n =
K

∑
k=1

Qk,n ≤ Mn , ∀n . (3)

wherePk,n andQk,n are respectively the transmit power per symbol
and the total transmit power of userk on then-th sub-carrier. Under
these conditions and the orthogonality constraints imposed by the
MC-DS-CDMA scheme, it is possible to show that the achievable-
rateRk,n of the userk on the sub-carriern is [6]

Rk,n =
B
N

γk,n log2(1+Pk,nGk,n) =
B
N

γk,n log2

(

1+
Qk,n

γk,n
Gk,n

)

(4)
which is measured in bit per second. We stress that the previous
model describes also all access methods which make use of orthog-
onality conditions in time (TDMA) or in frequency (FDMA) to dis-
criminate between different users [7].

Let αk ≥ 0 denote the priority associated with userk and letα
be the vector which collects users’ priorities. We want to solve the
following weighted sum-rate maximization problem,given a cer-
tain α

max
Qk,n,γk,n

K

∑
k=1

αk Rk = max
Qk,n,γk,n

K

∑
k=1

αk

N

∑
n=1

Rk,n (5)

whereRk,n is given in (4) and under the constraints (2) and (3),
which we recall hereafter

Qk,n ≥ 0 ∀k,n ; γk,n ≥ 0 ∀k,n
K

∑
k=1

Qk,n ≤ Mn ∀n ;
K

∑
k=1

γk,n = 1 ∀n .

In [2] the same mathematical problem is solved with the noticeable
difference that a per-user power constraint (sum over the subcarri-
ers) is applied instead of a per-subcarrier power constraint as in (3).
This changes the physical meaning of the problem1 and its solution.

3. ACHIEVABLE REGIONS

Since per-subcarrier constraints are given and the priorities2 are
fixed, problem (5) is actually equivalent toN separate maximiza-
tion problems, one for each sub-carrier.

3.1 Solution for N = 1

Let us focus on one given sub-carrier and let us drop the sub-carrier
index n in all the expressions for simplicity’s sake. Maximization
(5) can be rewritten as

max
Pk,γk

K

∑
k=1

αk γk log2(1+PkGk) ,
K

∑
k=1

Pkγk ≤ M,
K

∑
k=1

γk = 1. (6)

with Pk,γk ≥ 0 (we have omitted for simplicity the constant factor
B/N). This problem has already been addressed by Li and Gold-
smith in [8], where it has been introduced in the context of TDMA
systems with average power constraint. Problem (6) can be solved
by use of the constraint’s structure combined with the convexity of
the functionsfk(P) = αk log2(1+ PGk). An algorithm is given in

1A multiple access problem is investigated in [2], while we consider a
broadcast setting.

2We will impose also that∑k αk = 1. This is not a real constraint, since
the maximization problem (5) is defined up to a common scalar factor mul-
tiplied to all the priorities.
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Figure 1: achievable-rate region:K = 3, N = 1 andG1 > G3 > G2.

[8], which provides the active users and the optimal valuesP∗
k and

γ∗k , starting from a numberK of users, their corresponding priori-
ties αk and the equivalent channelsGk. Surprisingly, it turns out
that for everyK, the maximum number of active users is only 2. In
the particular case of equal priorities, ifk∗ = argmaxk{Gk}, then
fk∗(P) > fk(P), k 6= k∗ for all P > 0. This means that (6) is max-
imized by fk∗(P) for everyP and hence the optimal solution is to
assign all the resources to userk∗, the one with the best channel.

Let us suppose thatK > 2 andN = 1, but we search for the
solutions withRk > 0 for all k. Suppose to fix the priority val-
ues (α1,α2) so that two users are active. Then, one can find
(α3, · · · ,αK) such that problem (6) associated with priority vector
(α1, · · · ,αK) actually admits more than one equivalent solution. In
other words, there are different couples of users, with their respec-
tive code and power allocations, which solve the same problem (we
do not report the proof here for lack of space). Then, if we want to
allocate a positive rate to everyone, the unique optimal solution is to
time-share the resources between the couples of users which solves
problem (6) for the same priorities.

In the caseK = 3, we also succeeded in showing that the achiev-
able region is formed by segments, whose points represent the time-
shared solution between two different couples of users (seeFig. 1).
Let us consider a segment whose ends areR

∗
A = (R∗

1,A,R∗
2,A,0) and

R
∗
B = (R∗

1,B,0,R∗
3,B): the couples of usersA = (1,2) andB = (1,3)

with the corresponding optimal resources(γ∗A,P∗
A) and(γ∗B,P∗

B) are
two different solutions of (6) for a same value of prioritiesα ′. In
fact, α ′ is the vector orthogonal to the tangent plane at the achiev-
able region which contains the considered segment. The generic
point of the segmentτR∗

A +(1− τ)R∗
B, 0≤ τ ≤ 1, is a solution of

problem (6). It is achieved by applying the allocation(γ∗A,P∗
A) for a

time τ (user 1 and 2 are active), and the allocation(γ∗B,P∗
B) for the

rest of the time (users 1 and 3 are active). This kind of solution is
called hereaftertime-sharing of the allocation policy.

For K = 3 it is possible to show that there exists one and only
one set of priorities which corresponds to a given segment, and
hence there are at most two couples of users which shares the re-
sources in time. ForK greater than 3, there are much more possibil-
ities, but the time-sharing is always made among couples of users.

To conclude, in the case of one subcarrier, all users can trans-
mit at non-zero rates. However this is possible only if we admit
to split the transmission time into several slots and to use different
allocation policies for each slot, with increased system complexity.
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3.2 Solution for N > 1

As previously said, given a set of prioritiesα, the maximization (6)
can be separately solved for each subcarrier.

If the priorities are equal, the optimal solution is to allocate
each subcarrier to the user with the strongest channel. It isapparent
that the allocation algorithm is trivial in this case. This solution
is OFDMA (one user per subcarrier), which simplifies the system
structure. It has also the very interesting property of maximizing the
cumulated rate of the cell∑k Rk, which is a fundamental parameter
of a cellular (wired or wireless) system.

In general, however, some points of the achievable-rate region
for N > 1 will be achieved only by allocation policy time-sharing,
as in the caseN = 1. So, fixed a set of priorities, it is possible to
have optimal OFDMA solutions, or MC-DS-CDMA solutions or
time-shared MC-DS-CDMA solutions, according to the particular
realization of the channels and the mask constraint.

We decided to consider, in this work, only (not necessarily opti-
mal) MC-DS-CDMA and OFDMA solutions. Time-sharing, in fact,
not only increases the structural complexity of the system,but also
requires a far more complicate allocation algorithm than the other
solutions.

4. BALANCED STRATEGY AND ALGORITHM

In modern communications systems, the concept of fairness is es-
sential. Ideally, we would like all the users to transmit at an accept-
able rate and at the same time not to sacrifice the overall perfor-
mance of the system, measured as the sum rate of all active users.
In the sequel, we focus on OFDMA based systems.

One possible choice is to assign equal priorities to all users,
which maximizes the sum rate at low computational complexity but
favours only users with good channels. A max-min approach was
proposed in [5], which maximizes the minimum rate. This algo-
rithm favours users with bad channels at the expense of overall per-
formance. We propose an allocation algorithm that is based on the
balanced rate approach introduced in [4] which consists in choos-
ing the pointReq belonging to the achievable region frontier which
satisfies

Req,1

Rmax
1

=
Req,2

Rmax
2

= . . . =
Req,K

Rmax
K

(7)

whereRmax
k is the maximum rate at which userk would transmit if

all N subcarrier were assigned only to him. The pointReq is called
balanced rate point, since each user transmits at the same percent-
age of its maximal possibilities. As we will see, the balanced rate
criterion is between the max-min and the sum-rate criteria.enlever
cette dernière frase?

4.1 An approximate OFDMA balanced point algorithm

We propose an algorithm which calculates an approximate OFDMA
solution of the balanced rate (7). The entries of the algorithm are
the set of constraints{Mk,n} and the equivalent channels{Gk,n}

1. Initialisation
1.1. Rmax

k = ∑N
k=1 log2(1+Mk,nGk,n), ∀k.

1.2. Run the algorithm max-min [5] and stock ina(0) =

[a(0)
1 , · · · ,a(0)

N ] the user to which each subcarrier is assigned

(a(0)
n ∈ {1, . . . ,K}, ∀n).

1.3. LetR(0) be aK ×N matrix, whose entryR(0)
k,n = log2(1+

Mk,nGk,n) if a(0)
n = k or zero otherwise.

1.4. Calculate the relative ratesr(0)
k = [∑N

n=1 R(0)
k,n]/Rmax

k ∀k, and

stock them inr(0).
1.5. Calculatee(0) = σ

r
(0)/m

r
(0) where

m
r

(0) =
1
K

K

∑
k=1

r(0)
k , σ

r
(0) =

√

√

√

√

1
K

K

∑
k=1

(r(0)
k −m

r
(0))2
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Figure 2: Relative rates as a function of relative attenuation of user
2 with respect to user 1.

2. Let j = 1, while j ≤ K {

while 1> 0 (endless loop){

(a) Sortr(0) in decreasing order and stock it inr(d), select

userkM corresponding tor(d)
j .

(b) Find the subcarrier of userkM which has minimum rate:

nM = argminn=1,...,N R(0)
kM ,n

(c) Calculateraux
k = log2(1+Mk,nM

Gk,nM
)/Rmax

k ∀k.
(d) Fork = 1 toK exceptkM {

· r
(1) := r

(0),

· r(1)
k := r(0)

k + raux
k ,

· r(1)
kM

:= r(0)
kM

− raux
kM

,

· e(1)
k = σ

r
(1)/m

r
(1) .

} end loop for

(e) km = argmin{e(1)
k ,k ∈ {1, . . . ,K}\{kM}}

(f) if e(1)
km

< e(0), then

· Assign thenM -the subcarrier to userkm; update

R
(0), r(0), e(0) = e(1)

km
and setj = 1

· else j = j +1 and break (quit loop)
} }

The algorithm selects the most unbalanced users, i.e. the ones
which have allocated respectively the greatest and lowest relative
rates, and exchanges between them the subcarrier which gives the
more balanced temporary solution. The algorithm stops whenit is
not possible to balance further the relative rates. By construction,
the algorithm converges to a solution more balanced than thestart-
ing one. We stress also that the algorithm can be initializedwith
a generic subcarrier assignment, other than the max-min solution.
However, the solution depends on the initialization and so it does
not necessarily coincide with the best OFDMA approximationof
the balanced rate point.

If the number of usersK is greater thanN/2, then the algo-
rithm does not perform well and returns the max-min solution, with
which it is initialized. This behaviour is due to the lack of degrees
of freedom: whenK ' N each user has a very limited choice of
subcarrier to exchange. On the contrary, whenK � N, several sub-
carriers are generally allocated to each user, whose rate isgiven by
the sum of many different contributions. Hence there are more pos-
sible exchanges between users, and the algorithm convergesto a
balanced solution with a finer precision. We stress that thisis the
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case of realistic wired systems, whereN can be greater than 1000
andK is usually less than 100: in this context, the balanced solu-
tion can not be found by exhaustive search, and algorithms such as
ours or different versions of the max-min one (see [5], [9]) become
relevant.

4.2 Validation of the approximate algorithm for K = 2

The approximated OFDMA solution of the balanced rate problem
has been compared to the optimal solution in the caseK = 2, in or-
der to verify the loss of our suboptimal algorithm. For this setting
the optimal solution is MC-DS-CDMA. A simple (but computation-
ally expensive) algorithm has been found, which starts froma given
priority vector[α(0) 1−α(0)] and converges by binary search to the
priority vector[αeq 1−αeq] associated with the balanced solution.

In Fig. 2 we plotted the ratioβOFDMA = R1/Rmax
1 = R2/Rmax

2
andβeq = Req,1/Rmax

1 = Req,2/Rmax
2 corresponding respectively to

the approximate OFDMA solution and the optimal one. The sim-
ulation enviromnent is inspired by the physical model of thePLC
system described in [9], we have setN = 2048,B = 20 MHz. We
have assumed a uniform channel power delay profile with 80 taps
following a Rayleigh law and maximum time spread of 2µs. The
channels of the two users are assumed to be statistically indepen-
dent. The ratios plotted in Fig. 2 are obtained averaging over 100
channel realizations. The OFDMA solution is more suboptimal at
increasing relative attenuation because in this case the optimal bal-
anced solution requires an increasing number of shared subcarriers.
On the contrary, in the case of no relative attenuation the optimal
solution is generally achieved by sharing only one subcarrier. Fi-
nally, we remark that the suboptimal OFDMA solution is only afew
percentage points lower than the optimal solution in a largerange
of attenuation. Using balanced OFDMA approach leads only toa
small loss in performance.

5. SIMULATION RESULTS

In this section we present results forN = 2048,B = 20 MHz and
K ≥ 2 under different channel configurations. The spectral mask
constraint is assumed to be flat. We make also the more realistic as-
sumption that bits are loaded on each subcarrier, which means that
only integer values of spectral efficiencies are admitted. In our al-
gorithm, this condition amounts to substitute the log2(·) operations
with blog2(·)c, wherebxc returns the greatest integer lower than or
equal tox. Moreover, since the Rhee-Cioffi max-min algorithm [5]
does not operate on bits, we will make comparisons with the quan-
tized max-min algorithm presented in [9]. The latter algorithm is
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Figure 4: Cumulated rates when half of the users are attenuated with
respect to the others. The strongest group has 50 dB SNR. Rates are
averaged over at least 10 channel realizations.

not a simple quantized version of the Rhee-Cioffi max-min, but it
contains a mechanism to deal with subcarriers which can support
only a fraction of a bit. Finally, without loss of generalitywe fix
Γk = 1 for all the simulations.

5.1 Users with independent channels and equal attenuation

In the first scenario we consider a group ofK users in a mono-
cellular context. The users’ channels are independently generated
according to a uniform power delay profile with 80 taps following
a Rayleigh law and maximum time spread of 2µs. In Fig. 3 we
have drawn the cumulated rates, i.e. the sum of the users’ rates,
associated with different allocation algorithms. All the users have
the same average SNR equal to 50 dB (solid curves) and to 30 dB
(dashed curves). The cumulated rates corresponding to the sum-rate
capacitywithout quantization are given only as an upper bound. As
can be seen in Fig. 3, the three allocation algorithms approximately
give the same cumulated rates for all SNR values. This is not sur-
prising since all the users have independent channels with the same
attenuation. Then, there is no good or bad user: everyone hasa
set of subcarriers over which he is the best user, in particular for
K � N. Consequently the subcarrier repartition generated by the
three algorithms is similar. Hence, in this case, the best algorithm is
the quantized sum-rate one, due to its optimality and low complex-
ity.

5.2 Users with independent channels and unequal attenuation

In the second scenario, we consider the same statistical channel
model of the previous subsection. This time, the users are divided in
two groups: one half has an average SNR of 50 dB, while the other
half is attenuated by 10, 15 and 20 dB (respectively solid, dashed
and dotted lines in Fig. 4). Due to the statistical independence of
the channels, inside each group there is no best user in average. In a
PLC context this setting corresponds to two distinct groupsof users,
the first one closer to the transformer than the second one [3]. An
analogous situation could be found in a wireless scenario inwhich
users are fixed and form groups at different distances from the base
station.

In this case the algorithms behave differently, both from a
cumulated rate and a subcarrier repartition perspective. The un-
quantized sum-rate solution is given as a reference upper bound.
As we can see in Fig. 4, the quantized (and the unquantized) sum-
rate algorithm gives the same cumulated rates independently of the
attenuation of the second group. This is due to the fact that,as pre-
viously stated, the sum-rate algorithm favours the strongest users,

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



2 4 6 8 10 12 14 16 18 20 22
0

2

4

6

8

10

12

14

user

av
er

ag
e 

ra
te

s 
R k  [

M
b/

s]

sum rate

quantized sum rate

quantized max−min

quantized balanced point

Figure 5: Average absolute rates per user when half of the users
experience 15 dB attenuation. Rates are averaged over 10 channel
realizations.

which are always the ones of the first groups. This behaviour is
apparent in Fig. 5, where we plotted the average rates of 22 users
(users from 1 to 11 undergo an attenuation of 15 dB, while users
from 11 to 22 are never attenuated). Since the users of a given
group experience the same average channel condition, no user is
preferred.

Coming back to Fig. 4, for low attenuations the quantized max-
min algorithm manages to guarantee the increasing cumulated rates
for increasing number of usersK, as the quantized sum-rate solu-
tion. However, for high attenuations, the algorithm performance de-
grades with increasingK, since the number of bad users increases as
well and the algorithm assigns most of the resources to theseusers.
Moreover, for all considered attenuations, the cumulated rates of the
max-min algorithm are sensibly lower than the one of the quantized
sum-rate algorithm due to the priority given to bad users.

The balanced point algorithm does not suffer from the draw-
backs of the max-min algorithm. It is able to increase the cumu-
lated rates for increasingK at all considered attenuation levels. In
particular, when the attenuation is 20 dB, the balanced point algo-
rithm assures even a better rate than in the case of attenuation equal
to 10 dB. As a matter of fact, the balanced point algorithm is able
to assure to each user the same percentage of its total rate, so even
when many bad users are active, they do not penalize global perfor-
mance. This can be understood also observing the users’ absolute
and relative rates respectively in Fig. 5 and Fig. 6. Each user can
transmit at about 9% of its maximal rate, while the max-min algo-
rithm allocates to good users only about 3% of their maximal rate.
In this configuration with two groups, the balanced point algorithm
is able to guarantee an almost constant cumulated rate undera wide
interval of attenuations and of number of users.

Finally, we have also tested the algorithms in the followingex-
treme case: each new user is more attenuated than the previous
ones. In a PLC context, this case corresponds to a group of users
that are plugged on the same powerline, but at increasing distances
from the repeater. We do not report the simulation results for lack
of space. However, the gain of the balanced point algorithm with
respect to the max-min one in term of cumulated rate versus the
numberK of users is even greater than in the case of the two groups
treated above.

6. CONCLUSION

In this paper we have studied the shape of the achievable region of
a MC-DS-CDMA downlink system with spectral mask constraint.
Based on the balanced point (or rate) criterion which selects a sys-
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tem operation point on the frontier of the achievable-rate region, we
propose a balanced point algorithm for and OFDMA systems. We
have checked that the perfomance of the proposed algorithm is not
far from the performance of an optimal balanced point algorithm for
MC-DS-CDMA systems, in the caseK = 2. In the OFDMA case,
we have compared the proposed algorithm with other propositions
of the literature. It has been pointed out that our approximate bal-
anced rate algorithm can assure considerable gains in configurations
with users affected by different attenuations. The cumulated rate
is substantially increased, while fairness is still reasonably guaran-
teed.
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