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ABSTRACT
In this paper, the average of the steady state excess mean square error (ASEMSE) of the least mean kurtosis (LMK) adaptive algorithm is theoretically derived. It is done by applying the energy conservation behavior of adaptive filters and it is based on the $n$-th order correlations and cumulants theory. By doing so, the behavior of the recently proposed LMK can be predicted, so that it can be widely used. The behavior is compared with the various adaptive algorithms. Our study shows that it is possible to adjust the performance of the LMK. When the step size $\mu$ is carefully selected, the performance of the LMK can outperform the LMS.

1. INTRODUCTION
Traditionally, the coefficient of the adaptive filter $w$ is adjusted using the least mean square (LMS) algorithm. The LMS algorithm is largely used in real-time adaptive filtering applications for communications, control engineering, processing of biological signals and more recently active noise and vibration controls [1]. It is very popular due to its simplicity. In the LMS, the coefficient of the adaptive filter is adjusted so that the square of the error $e(n)$ between the output of the adaptive filter $y(n)$ and the desired signal $d(n)$ is minimized [1]; minimizing $\sum e^2(n)$.

In applications, the input signal of the adaptive filter $x(n)$ is contaminated with additive noise $v(n)$. By minimizing $\sum e^2(n)$, we minimize the power of the noise; $\sigma^2_v$. No special consideration is taken regarding the detail statistical behavior of the noise. All parts of input signal are given an equal weighting. The obtained solution is more determined by large amplitude noise portion than that by small amplitude noise portion. Further improvements is hoped to be obtained when the statistical behavior of the noise is considered.

The above mentioned problems are encountered by assuming that remaining error $e(n)$ is Gaussian. Remembering the fact that the signal $e(n)$ is a summation of many stochastic processes and the central limit theory [2], assuming that $e(n)$ is Gaussian is reasonable. Since many stochastic processes with different probability density function (PDF) can have equal mean or variance and no stochastic processes can have normalized kurtosis except Gaussian process [3], in this paper we evaluate $\gamma_4(n)$ to test the Gaussianity of $e(n)$. We define the fourth-order cumulants of the error as $E\{e^4(n)\}$ and its variance as $\sigma^2_e$. In this paper we study an adaptive algorithm where $w$ is adjusted by forcing $\gamma_4 = 3$; which is named least mean kurtosis (LMK) [8]. Thus, in LMK algorithm, the coefficient of the adaptive filter is solved by forcing the error signal to be Gaussian.

Many adaptive algorithms that are based on higher order moments of the error signal due exist [41–8] and LMK is one of such algorithm [8]. Those algorithms have been shown to outperform LMS in some important applications. The practical use of such algorithms, however, has been largely restricted due to lack of accurate analytical models to predict their behavior. Since some approximations have also been introduced to reduce the calculation complexity of the LMK, it is interesting to study its analytic behavior to further open the possible applications of the algorithm.

The model of the behavior of the LMK adaptive algorithm with Gaussian input has been studied [9]. The behavior is studied for zero-mean contaminated input signals. Since the probability density function (PDF) of the noise is unknown, in this paper the average of the steady-state excess mean square error (ASEMSE) of LMK algorithm is studied for both the symmetrical and the non-symmetrical PDF noises.

2. THE BASIC ADAPTIVE SYSTEM
Consider a noisy measurements $d(n)$ that arise from the linear model

$$d(n) = x^T(n)w^0 + v(n)$$

(2)

where the input data vector $x(n)$ and desired unknown parameter vector $w^0$ are

$$x(n) = [x(n) \quad x(n-1) \ldots \quad x(n-M)]^T$$

(3)

and

$$w^0 = [w^0_1(n) \quad w^0_2(n) \ldots \quad w^0_M(n)]^T,$$

(4)

respectively. The superscript $T$ denotes the vector or matrix transpose. $v(n)$ accounts for the noise signal and the order of the system is $M$. Both $v(n)$ and $x(n)$ are stochastic in nature. The so-called estimation error is defined as

$$e(n) = d(n) - x^T(n)w(n),$$

(5)

where $w(n)$ is the estimate of $w^0$ at iteration $n$. Since (5) shows that indeed the error signal $e(n)$ is resulted from summing many stochastic process; $d(n)\alpha n dx(n-1)$; for $0 \leq l \leq M$, it is reasonable to assume that $e(n)$ is Gaussian. Therefore, it is expected to gain improvements when the optimal solution is calculated by forcing $\gamma_4 = 3$. 


By defining
\[ q(n) = w^0 - w(n), \]
we can obtain
\[ e(n) = e_a(n) + v(n), \quad e_a(n) = x^T(n)q(n) \]  \hspace{1cm} (7)
The estimation of \( w^0 \) at time index \((n+1)\) is recursively determined using the gradient method [1]
\[ w(n+1) = w(n) + \mu_a J_{LMK}(e_a(n))x(n). \]  \hspace{1cm} (8)
The symbol \( \frac{d}{dx} \) indicates the first derivatives; i.e. \( f'(x) = \frac{d f(x)}{dx} \). From the definition of \( q(n) \), \( e_a(n) \) is also called the error signal due to parameter mismatch and the convergence constant is denoted as \( \mu_a \).

3. THE LEAST MEAN KURTOSIS CRITERION
Instead of using the definition of the normalized kurtosis of a stochastic in (1), this paper uses
\[ J_{LMK}(e(n)) = 3E^2\{e^3(n)\} - E\{e^4(n)\}. \]  \hspace{1cm} (9)
as the objective function to be minimized to obtain the optimal solution. It is selected, so that no unknown parameters are in the denominator.

Since all \( e(n) \) has to be available to evaluate \( E\{e^2(n)\} \) and \( E\{e^4(n)\} \) and it is impossible in adaptive algorithm, in this paper the short average is used as an approximation
\[ E\{e^3(n)\} \approx e_3(n), \]  \hspace{1cm} (10)
and
\[ E\{e^2(n)\} \approx e_2(n) + \beta e_2(n-1) + \beta^2 e_2(n-2). \]  \hspace{1cm} (11)
Substituting the approximation in (10) into (8), the updating is done using
\[ w(n+1) = w(n) + \mu_{LMK}\kappa(e(n))x(n). \]  \hspace{1cm} (12)
where \( \mu_{LMK} = 4\mu_a \) and
\[ \kappa(e(n)) = 2e_2(n) + 3\beta e_2(n-1) + 3\beta^2 e_2(n-2), \]  \hspace{1cm} (13)
or by using (7), we get
\[ \kappa(e(n)) = (e_a(n) + v(n))(\alpha_1 + \alpha_2 + \alpha_3), \]  \hspace{1cm} (14)
where
\[ \alpha_1 = 2\beta^2 e_2(n) + 3\beta e_2(n-1) + 3\beta^2 e_2(n-2), \]
\[ \alpha_2 = 2\beta^2 e_2(n) + 3\beta e_2(n-1) + 3\beta^2 e_2(n-2), \]
\[ \alpha_3 = 4e_a(n)v(n) + 6\beta v(n-1)e_a(n-1) + 6\beta^2 e_a(n-2)v(n-2). \]  \hspace{1cm} (15)
The selection of the positive constant \( \beta \) is not critical and will be discussed later. The theoretical performance of the LMK is evaluated in the following section.

4. THE STEADY STATE PERFORMANCE OF THE LEAST MEAN KURTOSIS ALGORITHM
One of the important performance of the adaptive algorithm is the steady-state of the remaining error; \( \lim_{n \to \infty} q(n) \). Since the input is stochastic processes, we evaluate \( \lim_{n \to \infty} E\{q(n)\} \) for all possible inputs. The evaluation is easily done by evaluating the average of the steady-state excess mean-square-error (ASEMSE) which is defined as
\[ \text{ASEMSE}_{LMK} = \lim_{n \to \infty} E\{|e_a(n)|^2\}. \]  \hspace{1cm} (16)
Under the often realistic assumption that [1]:
1. The noise sequence \( \{v(n)\} \) is identical and independent distributed (IID).
2. The noise \( \{v(n)\} \) and the input sequences \( \{x(n)\} \) are independent each other. Utilizing those two assumptions and (7) and assuming that the noise is stationary the ASEMSE is given by:
\[ \text{ASEMSE}_{LMK} = \sigma_a^2 + \lim_{n \to \infty} E\{e_a(n)\} \]  \hspace{1cm} (17)
where \( \sigma_a^2 \) is the variance of the noise sequence and \( e_a(n) \) is defined in (7).
3. Generally, the PDF of the noise is unknown. In this paper, we assumed that the PDF of the noise \( v(n) \) can be non-symmetrical; \( f(-v(n)) \neq f(v(n)) \); or symmetrical distributed; \( f(-v(n)) = f(v(n)) \).
4. The PDF of the input signals \( x(n) \) is IID. Utilizing the definition of \( q(n) \) in (6), (12) can be rewritten to be
\[ q(n+1) = q(n) - \mu_{LMK}\kappa(e(n))x(n) \]  \hspace{1cm} (18)
that can be taken its \( L_2 \) norm. After some algebraic manipulations, the relation in (19) can be obtained.
\[ ||q(n+1)||^2 = ||q(n)||^2 - 2\mu_{LMK}\kappa(e(n))e_a(n) + \mu_{LMK}^2\kappa^2(e(n))X^T(n)x(n) \]  \hspace{1cm} (19)
The second term of (17) is solved by calculating
\[ E\{||q(n+1)||^2\} = E\{||q(n)||^2\} - 2\mu_{LMK}E\{\kappa(e(n))e_a(n)\} + \mu_{LMK}^2E\{\kappa^2(e(n))X^T(n)x(n)\} \]  \hspace{1cm} (20)
When \( n \to \infty \), a steady state has been reached, so that
\[ E\{||q(n+1)||^2\} = E\{||q(n)||^2\}; \]  \hspace{1cm} (21)
showing that no further improvement can be gained. Therefore, from (20) we get
\[ E\left(\frac{|e_a(n)|^2}{X_n}\right) = E\left(\frac{|e_a(n) - \mu_{LMK}\kappa(e(n))X_n|^2}{X_n}\right) \]  \hspace{1cm} (22)
where \( X_n = x(n)x(n)^T = \text{tr}\{R_n\} \). The symbol \( \text{tr} \) indicates the trace of the autocorrelation matrix of the input signal \( x(n) \). Expanding the right hand side of (22), we obtain
\[ 2\mu_{LMK}\mu_{LMK}E\{\kappa(e(n))\} = \mu_{LMK}^2E\{\kappa^2(e(n))X_n\} \]  \hspace{1cm} (23)
Using (7), (14) and the definition of \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) in (15), we can obtain
\[
e_a(n)\kappa(e(n)) = e_a(n) \left\{ \left( e_a(n) + v(n) \right) \left( \alpha_1 + \alpha_2 + \alpha_3 \right) \right\}.
\]
(24)

On the other hand from the definition of \( \kappa(e(n)) \) in (14) we can obtain
\[
E \{ n^2(e(n)) \} = \left\{ \left( e_a(n) + v(n) \right) \left( \alpha_1 + \alpha_2 + \alpha_3 \right) \right\}^2
\]
(25)

Using the facts that:
1. \( M \) is large. Thus, based on the central limit theory [2] and (7), \( e_a(n) \) can be safely assumed to be zero mean Gaussian and unity standard deviation (SD). Thus all its odd moment and its cumulant higher than two vanish.
2. \( v(n) \) and \( e_a(n) \) are independent
3. The number of samples is large; so that we can have \( E \{ v^2(n) \} \approx E \{ v^2(n-1) \} \approx E \{ v^2(n-2) \} = \sigma_v^2 \) and \( E \{ e_a^2(n) \} \approx E \{ e_a^2(n-1) \} \approx E \{ e_a^2(n-2) \} = E \{ e_a^2(n) \} \)

we will obtain
\[
E \{ e_a(n)\kappa(e(n)) \} = 2E \{ e_a^2(n) \} + 12E \{ v^2(n) \} E \{ e_a^2(n) \}
\]
(26)
and
\[
E \{ \kappa^2(e(n)) \} = 4E \{ e_a^2(n) \} + 2\gamma E \{ v^2(n) \} E \{ e_a^2(n) \} + 4\gamma E \{ e_a^2(n) \} E \{ v^2(n) \} + 4E \{ v^2(n) \} E \{ e_a^2(n) \} + 9\beta^2 E \{ v^2(n) \} E \{ v^2(n) \} E \{ e_a^2(n) \} + 9\beta^4 E \{ v^2(n) \} E \{ v^2(n) \} E \{ v^2(n) \} E \{ e_a^2(n) \}
\]
(27)

where
\[
\gamma_1 = 60 + 21\beta^2 + 21\beta^4,
\gamma_2 = 60\beta + 54\beta^2 + 18\beta^3
\gamma_3 = 60\beta^2 + 18\beta^3 + 54\beta^4
\]
(28)

Using the moment theorem [2] that stated \( E(x^4) = 3E(x^2) \) and \( E(x^6) = 15E(x^2) \) and the cumulants theory [3], we get
\[
E \{ e_a(n)\kappa(e(n)) \} = 6E \{ e_a^2(n) \} + 12\sigma_v^2 E \{ e_a^2(n) \},
\]
(29)
and
\[
E \{ \kappa^2(e(n)) \} = 60E \{ e_a^2(n) \} + 6\gamma E \{ e_a^2(n) \} + 12\sigma_v^2 E \{ e_a^2(n) \} + 60\sigma_v^2 + 2\gamma m_2(0,1,1) E \{ e_a^2(n) \} + 9\beta^2 m_2(0,2,2) + 9\beta^4 m_2(0,1,1,1)+ 9\beta^4 m_2(0,2,2,2)
\]
(30)

where the \( N \)-th order moment of the noise signal \( v(n) \) is defined as
\[
m_N^{(s,q,\cdots)}(n) = E \left\{ \frac{1}{N-1} \sum_{s,q,\cdots} \{ v(n)v(n-s)v(n-q) \} \right\}
\]
(31)

Substituting (29) and (30) into (17), we can obtain
\[
\text{ASEMSE}_{\text{LMS}} = \frac{E \{ \kappa^2(e(n)) \} - E \{ e_a(n)\kappa(e(n)) \}}{E \{ e_a^2(n) \}}
\]
(32)

The \( \text{ASEMSE}_{\text{LMS}} \) is the ensemble average of the steady state mean square error of the standard LMS algorithm [10] and \( \text{ASEMSE}_{\text{LMK}} \) is evaluated from (32). The value of \( \text{ASEMSE}_{\text{LMS}} \) and \( \text{ASEMSE}_{\text{LMK}} \) were obtained from averaging 200 times independent experiments. We set various
\[
k_\mu = \frac{\mu_{\text{LMS}}}{\mu_{\text{LMK}}}
\]
(33)

\( \rho > 1 \) means that \( \text{ASEMSE}_{\text{LMK}} < \text{ASEMSE}_{\text{LMS}} \). On the other hand \( \rho < 1 \) means that \( \text{ASEMSE}_{\text{LMK}} > \text{ASEMSE}_{\text{LMS}} \). Table 1 indicates that when we hope to achieve \( \text{ASEMSE}_{\text{LMK}} < \text{ASEMSE}_{\text{LMS}} \). \( \mu_{\text{LMK}} \) has to be selected lower than that of LMS. Our experiments using various noises indicates that this is true for all kind of noises. LMK has to utilize lower step size than that of LMS, but since the time constant of LMK is smaller than that of LMS, LMK can still be faster than LMS. Furthermore our experiments show that the selection of \( \beta \) is not critical.
Another important parameter to measure the performance of the adaptive filter is the convergence speed; showing how fast the algorithm adapts when disturbances occur. Assuming that $\mu_{LMK} << 1$, all terms of (33) containing $\mu_{LMK}$ can be neglected. Thus from (20) we can write

$$E \{||q(n+1)||^2\} = E \{||q(n)||^2\} - E \{2\mu_{LMK} \kappa(e(n)) e_a(n)\} \tag{35}$$

Using (29) we can obtain

$$E \{||q(n+1)||^2\} = E \{||q(n)||^2\} \left[1 - 2\mu_{LMK} (6 + 12\sigma_e^2) R_{xx}\right] \tag{36}$$

Using the method in [1], we can obtain

$$\tau_{LMK} = \frac{1}{\mu_{LMK} (12 + 24\sigma_e^2) R_{xx}} \tag{37}$$

The convergence speed figure of merit is evaluate using

$$k_t = \frac{\tau_{LMK}}{\tau_{LMS}} = 12 + 24\sigma_e^2, \tag{38}$$

where $\tau_{LMS}$ is the time constant of the LMS algorithm [1]. The resulted $k_t$ for various conditions are also included in table 1. $k_t > 1$ means that the time constant of LMK algorithm $\tau_{LMK} < \tau_{LMS}$, meaning that LMK will converges faster than that of LMS.

5. The Step Size Limit

By substituting (14) and (25) into (20), we will obtain equation (33). Based on (33), we have to limit $\mu_{LMK}$ as in (34). This limit is consistent with the pretending (32) to be positive.

6. The Speed of Convergence

Another important parameter to measure the performance of the adaptive filter is the convergence speed; showing how fast the algorithm adapts when disturbances occur. Assuming that $\mu_{LMK} << 1$, all terms of (33) containing $\mu_{LMK}$ can be neglected. Thus from (20) we can write

$$E \{||q(n+1)||^2\} = E \{||q(n)||^2\} - E \{2\mu_{LMK} \kappa(e(n)) e_a(n)\} \tag{35}$$

Using (29) we can obtain

$$E \{||q(n+1)||^2\} = E \{||q(n)||^2\} \left[1 - 2\mu_{LMK} (6 + 12\sigma_e^2) R_{xx}\right] \tag{36}$$

Using the method in [1], we can obtain

$$\tau_{LMK} = \frac{1}{\mu_{LMK} (12 + 24\sigma_e^2) R_{xx}} \tag{37}$$

The convergence speed figure of merit is evaluate using

$$k_t = \frac{\tau_{LMK}}{\tau_{LMS}} = 12 + 24\sigma_e^2, \tag{38}$$

where $\tau_{LMS}$ is the time constant of the LMS algorithm [1]. The resulted $k_t$ for various conditions are also included in table 1. $k_t > 1$ means that the time constant of LMK algorithm $\tau_{LMK} < \tau_{LMS}$, meaning that LMK will converges faster than that of LMS.

7. Calculation Complexity

Table 2 shows the required multiplications (mpx) and additions (addt) to implement various adaptive algorithms. The table shows that LMK has the heaviest burden among LMS, NLMS and LMK. This fact indicates that more powerful processors have to be utilized for implementing the proposed LMK algorithm than in case of LMS, NLMS. This complexity is compensated by the fact that the performance of the LMK is the best among those three algorithms.

8. The Simulation Results

In the following experiment, the unknown model is excited by a zero-mean noise. The order of the unknown system was set to be 20, while the order of the adaptive system was also selected to be 20. We measured $e^2(n)$ as a function of time index $n$. We compare the result of the LMK and the conventional LMS algorithm [1] methods. The level of the noise $\nu(n)$ was adjusted so that $S/N = -5$ dB. In the first experiment, we used Gaussian noise. The average progression of $e^2(n)$ that was obtained from 200 independent runs is plotted in Fig. 2. We used the LMK and the LMS algorithms to adapt the coefficient of the filter. We select $k_t = 10$. The progression of $e^2(n)$ for both algorithms are plotted in Fig. 2.

Those plots indicate that the LMK algorithm converges faster than that of LMS and also to a lower error as it is expected in section II.

In the second experiment, a non Gaussian noise was applied.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>$k_t$</th>
<th>$\rho_t$</th>
<th>$k_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat distributed</td>
<td>0.17</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Flat distributed</td>
<td>1.38</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Flat distributed</td>
<td>2.03</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Flat distributed</td>
<td>3.34</td>
<td>14</td>
<td>18</td>
</tr>
<tr>
<td>Non-symmetrical distributed</td>
<td>0.17</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Non-symmetrical distributed</td>
<td>0.34</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Non-symmetrical distributed</td>
<td>1.38</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Non-symmetrical distributed</td>
<td>2.06</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>Non-symmetrical distributed</td>
<td>3.45</td>
<td>18</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 2: The total multiplications (mpx) and additions (addt) for various adaptive algorithms.

<table>
<thead>
<tr>
<th>Method</th>
<th>Formula</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
<td>$w(n+1) = w(n) + \mu \cdot x(n) \cdot e(n)$</td>
<td>$2M + 2$ mpx $2M$ addt</td>
</tr>
<tr>
<td>NLMS</td>
<td>$w(n+1) = w(n) + \frac{\mu \cdot</td>
<td>x(n)</td>
</tr>
<tr>
<td>LMK</td>
<td>$w(n+1) = w(n) + \mu \cdot x(n) \cdot \kappa(e(n))$</td>
<td>$2M + 7$ mpx $2M + 2$ addt</td>
</tr>
</tbody>
</table>

Table 1: The table of $k_t$, $\rho_t$ and $k_e$ for various adaptive algorithms and various noises. All $S/N = -5$dB.
LMS is used. In the experiments we applied Gaussian non-symmetrical PDF additive noise. The non Gaussian noise was generated using the random noise generator with flat probability density function \(-1 \leq f(x) \leq 1\). To get non-symmetrical PDF will only take signal that are positive and use them as noise. In the experiments the power of the noise was adjusted to get \(S/N = -5\) dB.

The obtained \(e^2(n)\) as in Fig. 4 shows the same behavior as before. We obtain smaller final error by using LMK than that when LMS is used. All our other simulation results show the same behavior for both Gaussian and impulsive additive noise cases. We can always achieve smaller error by using LMK. The LMK algorithm convergences is faster than that when LMS is used. Because of space limitation, those results are not presented here.

In many applications, the statistical behavior of noise is unknown and it could be impulsive. Thus, finally we recommend that LMK is widely used as an alternative adaptive algorithm than the conventional LMS.

9. CONCLUSIONS

A theoretical analysis of the LMK algorithm performance has been presented in this paper. The theoretical and experimental study results indicate that LMK can outperforms the conventional LMS method; i.e for Gaussian and non-Gaussian noises by adjusting \(\mu_{LMK}\). Selected the appropriate \(\mu_{LMK}\) is still studied and will be reported later. Since calculation burden of the LMK and LMS are not much different, LMK can be considered as an alternative algorithm to LMS.

Real applications and also efficient hardware implementation of LMK are still studied and will be reported somewhere else.
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