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ABSTRACT

This paper introduces a blind source separation (BSS) algo-
rithm in the time domain based on the amplitude gain dif-
ference of two directional microphones located at the same
place, namely aggregated microphones. A feature of our ap-
proach is to treat the BSS problem of the anechoic mixtures
in the time domain. Sparseness approach is one of the attrac-
tive methods to solve the problem of the sound separation.
If the signal is sparse in the frequency domain, the sources
rarely overlap. Under this condition, it is possible to extract
each signal using time-frequency binary masks. In this pa-
per, we treat the non-stationary, partially disjoint signals. In
other words, most of the signals overlap in the time domain
and the frequency domain though there exist some intervals
where the sound is disjoint. We firstly show the source sep-
aration problem can be described not as a convolutive model
but as an instantaneous model in spite of the anechoic mix-
ing when the aggregated microphones are assumed. We then
show the necessary conditions and show the algorithm with
the experimental results. In this method, we can treat the
problem not in the time-frequency domain but in the time
domain due to the characteristics of the aggregated micro-
phones. In other words, we can consider the problem not
in the complex space but in the real space. The mixing ma-
trix can be directly identified utilizing the observed signals
without estimating the intervals where the signal is disjoint
through all the processes.

1. INTRODUCTION

Blind source separation (BSS) has been studied for a long
time. The earliest approach is to separate an instantaneous
linear even-determined mixture of non-Gaussian indepen-
dent sources utilizing the recurrent neural network [1]. Inde-
pendent Component Analysis (ICA) is one of the useful blind
source separation algorithm [2, 3]. It can separate the mixed
signals if the signals are statistically independent. However,
most of these approaches can separate only stationary non-
Gaussian signals. There has been reported a BSS algorithm
for the non-stationary signals utilizing the higher order statis-
tics of the mixed sounds [4]. However, the computational
cost is large due to calculating the higher order statistics.
Some approaches utilize sparseness to solve the problem of
the sound separation [5, 6, 7]. Sparseness means that most of
the frequency components of a signal are zero. If the signal is
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sparse, the sources rarely overlap [8, 9]. Under this assump-
tion, it is possible to extract each signal using time-frequency
binary masks. However, due to the binary masks, these meth-
ods result in too much zero-padding to the separated sounds,
and so the separated sounds are severely distorted. These
methods require that the frequency components of the mixed
sounds rarely overlap in any time.
In this paper, we consider the problem of separating the non-
stationary, partially disjoint signals and propose a BSS algo-
rithm utilizing the amplitude of two microphones located at
the same place, namely aggregated microphones. Partially
disjoint means the signals overlapping in most of the time
domain and the frequency domain, while there exist some in-
tervals where the sound is disjoint. In our method, the mixing
matrix is identified utilizing the interval where the sound is
disjoint by utilizing the characteristics of the aggregated mi-
crophones. The aggregated microphones method is another
type of microphone array not utilizing the differences in the
position of the microphones, but utilizing the differences in
the directivity of the microphones. The conventional micro-
phone array, namely the phased microphone array, realizes
the delay-sum type microphone array [10], the adaptive mi-
crophone array [11, 12] and DOA estimation such as high
resolution algorithms [13, 14] by utilizing the phase differ-
ence of each microphone. However, it is difficult to minia-
turize the microphone array due to utilize the phase differ-
ence of each microphone. In the aggregated microphones,
all the microphones are located at the same position, and the
directional microphones are arranged to differentiate the di-
rectivity of the microphones [15, 16, 17]. Hence it is easy to
miniaturize the system. This feature is useful when applied
to the small robots, the conference systems, and so on.
In [18], the source separation problem is categorized as the
instantaneous, anechoic and echoic mixings. In this paper,
we discuss the anechoic mixing. In the next section, we
firstly describe the difference of the phased microphone array
and the aggregated microphones and formulate the problem.
We also show the source separation problem can be described
not as the convolutive model but as the instantaneous model
in the case of the anechoic mixing when the aggregated mi-
crophones are assumed. In Sec.3, we explain the procedure
of the proposed method. This method can treat the problem
not in the time-frequency domain but in the time domain due
to the characteristics of the aggregated microphones. In other
words, we can consider the problem not in the complex space
but in the real space. The mixing matrix can directly be iden-
tified utilizing the observed signals without estimating the
interval where the signal is disjoint. In Sec.4, we show the
experimental results of the sound separation.
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2. PROBLEM FORMULATION
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Figure 1: Basic setup of the phased microphone array
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Figure 2: Basic setup of the aggregated microphones

Let us consider N sounds recorded by M microphones in
the anechoic room. We firstly describe the difference of the
phased microphone array and the aggregated microphones.
Figs.1 and 2 illustrate the basic setup of the phased micro-
phone array and aggregated microphones, respectively. In
Figs.1 and 2, O represents the origin. ci and Cj represent the
position of the i-th microphone and the j-th sound source,
respectively. θ j and l j represent the angle and the distance
from the sound source j to the origin, respectively. In the
phased microphone array, all the microphones are located
at the different positions to differentiate the phase. Omni-
directional microphones are usually utilized in order to make
the amplitude identical. Hence, the received signal of the i-th
microphone xi(t) can be represented as follows:

xi(t) =
N

∑
j=1

s j(t − τi j) (i = 1,2, ...,M) (1)

where s j(t) represents the sound j at the origin. τ i j is the
time delay from the origin to the i-th microphone regarding
the sound j. In the phased microphone array, the delay τ i j
needs to be considered in the anechoic room. Various appli-
cations such as the sound separation, DOA estimation and so
on, are realized utilizing the difference of the time delay τ i j .
On the other hands, in the aggregated microphones, direc-
tional microphones are utilized to differentiate the amplitude

gain. All the microphones are located at the same positions
to make the phase identical. Suppose all the microphones are
located at the origin as shown in Fig.2. The received signal
xi(t) can be represented as the follows:

xi(t) =
N

∑
j=1

di js j(t) (i = 1,2, ...,M) (2)

where di j represents the amplitude gain of the i-th micro-
phone regarding the sound j. In the aggregated microphones,
we can describe the blind decomposition problem of ane-
choic mixing as the instantaneous mixtures unlike the phased
microphone array. In the aggregated microphones, various
applications are realized utilizing the difference of the am-
plitude gain di j. The phased microphone array requires the
information of the positions regarding all the microphones
in advance because we utilize the time delay to separate
the sounds. In a similar way, the aggregated microphones
method requires the information of the amplitude gain d i j
regarding all the microphones in advance. One of our re-
search targets is to simplify this process, that is, to separate
the sounds without utilizing the knowledge of the amplitude
gain di j.
We consider a two-input, two-output sound separation prob-
lem utilizing the aggregated microphones, that is, N = M = 2.
The received signal x1(t) and x2(t) can be described as fol-
lows: [

x1(t)
x2(t)

]
=

[
d11 d12
d21 d22

][
s1(t)
s2(t)

]
(3)

To simplify the explanation, we rewrite x1(t) and x2(t) as
follows: [

x1(t)
x2(t)

]
=

[
1 1

D1 D2

][
s′1(t)
s′2(t)

]
(4)

where
s′1(t) = d11s1(t) (5)

s′2(t) = d12s2(t) (6)

Dj represents the amplitude gain ratio of two microphones as
follows:

Dj =
d2 j

d1 j
(7)

As d11 and d12 are constant, si(t) and s′i(t) is homothetic in
the time domain. In this paper, we regard the sound separa-
tion problem as obtaining s′1(t) and s′2(t) utilizing x1(t) and
x2(t). We assume D1 > D2 for illustrative purposes.

3. TIME DOMAIN BSS METHOD

3.1 Assumption regarding the sounds

We assume the following conditions regarding the sound
sources.
• Assumption 1. The signal is partially disjoint.

Define Φ11(k,t) and Φ22(k,t), the short-time auto-
correlation function of s1(t) and s2(t) at time t as follows:

Φ11(k,t) =
1
L

L−1

∑
l=0

s1(l + t)s1(k + l + t) (8)
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Figure 3: Block diagram of the proposed method

Φ22(k,t) =
1
L

L−1

∑
l=0

s2(l + t)s2(k + l + t) (9)

where k and L represent the time deviation and the number
of the data used for averages, respectively. This condition is
described as follows:
∃tα , ∃tβ such that {

Φ11(0,tα) �= 0
Φ22(0,tα) = 0 (10)

and {
Φ11(0,tβ ) = 0
Φ22(0,tβ ) �= 0 (11)

where Φ11(0,t) and Φ22(0,t) represent the short-time mean
power of s1(t) and s2(t) at time t, respectively. This assump-
tion is similar to the one in the spectral subtraction method.
The spectral subtraction requires that the sound is silent when
the noise signal is estimated. In binary mask, it should be as-
sumed that the frequency components of the mixed sounds
hardly overlap in any time. On the other hands, in our
method, we only assume that the sounds do not overlap in
a short time L. The mixed sounds may overlap in most of the
time domain. The frequency components of mixed sounds
may also overlap in most of the frequency domain. It should
be noted that we do not need to know tα and tβ through all
the procedure to separate the sounds.

• Assumption 2. The amplitude gain ratio of two direc-
tional microphones is different for two sounds.

This condition is represented as follows:

D1 �= D2 (12)

It should be noted that we do not need to know the directivity
of the microphones in advance to separate the sounds. We
can estimate the directivity of the microphones by utilizing
the algorithm described in Sec.3.2. This assumption is the
same condition as that of the sparseness approach utilizing
aggregated microphones [19].

• Assumption 3. Two sounds are noncorrelated.
The condition is represented as follows:

Φ12(k,t) =
1
L

L−1

∑
l=0

s1(l + t)s2(k + l + t) = 0 (13)

As is well known, if two sounds are statistically independent
as the assumption in the independent component analysis,
this assumption is also satisfied.

3.2 Sound separation algorithm

The processing steps of our method are as follows:
• i) Estimation of D1 and D2

To obtain D1 and D2, we firstly define Ψ11(k,t) and Ψ22(k,t)
as the short-time auto-correlation function of the received
sounds x1(t) and x2(t) at time t as follows:

Ψ11(k,t) =
1
L

L−1

∑
l=0

x1(l + t)x1(k + l + t) (14)

Ψ22(k,t) =
1
L

L−1

∑
l=0

x2(l + t)x2(k + l + t) (15)

According to the assumption 3, Ψ11(k,t) and Ψ22(k,t) can
be expressed as follows:

Ψ11(k,t) = d11
2Φ11(k,t)+d12

2Φ22(k,t)
= Φ′

11(k,t)+ Φ′
22(k,t) (16)

Ψ22(k,t) = d21
2Φ11(k,t)+d22

2Φ22(k,t)

= D1
2Φ′

11(k,t)+D2
2Φ′

22(k,t) (17)

where

Φ′
11(k,t) =

1
L

L−1

∑
l=0

s′1(l + t)s′1(k + l + t) (18)

Φ′
22(k,t) =

1
L

L−1

∑
l=0

s′2(l + t)s′2(k + l + t) (19)

We define the ratio of the inter-channel power difference
∆A(t) as follows:

∆A(t) =
Ψ22(0,t)
Ψ11(0,t)

(20)

∆A(t) can be represented as follows:

∆A(t) =
D1

2Φ′
11(0,t)+D2

2Φ′
22(0,t)

Φ′
11(0,t)+Φ′

22(0,t)

= D1
2 +

(D2
2 −D1

2)Φ′
22(0,t)

Φ′
11(0,t)+ Φ′

22(0,t)

= D2
2 +

(D1
2 −D2

2)Φ′
11(0,t)

Φ′
11(0,t)+ Φ′

22(0,t)
(21)

As Φ′
11(0,t) and Φ′

22(0,t) are nonnegative, ∆A(t) can be ex-
pressed as follows under the assumption 1.

∆A(t)
{

< D1
2 (t �= tα)

= D1
2 (t = tα) (22)
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Figure 4: Arrangement for the experiment

∆A(t)
{

> D2
2 (t �= tβ )

= D2
2 (t = tβ )

(23)

Note that we assumed D1 > D2 in Sec.2. Hence, D1 and D2
can be obtained as follows:

D1 =
√

max[∆A(t)] =

√
max[

Ψ22(0,t)
Ψ11(0,t)

] (24)

D2 =
√

min[∆A(t)] =

√
min[

Ψ22(0,t)
Ψx1(0,t)

] (25)

where D1 and D2 represent the estimated value of D1 and
D2, respectively. In this procedure, we do not need to esti-
mate even the interval where the sound is disjoint in order to
identify D1 and D2. What we have to do is only checking the
value of ∆A(t) for a certain time, which includes the intervals
where the signal is disjoint. This method works out due to the
characteristics of the aggregated microphones. Because au-
tocorrelation function has complete information about only
the spectral amplitude and not the phase. Note that we do
not apply this operation when Ψ11(0,t) and Ψ22(0,t) are 0.
• ii) Sound separation

We can reconstruct the signal s′i(t) in the time domain as fol-
lows:

s′1(t) =
x2(t)−D2x1(t)

D1 −D2
(26)

s′2(t) =
x2(t)−D1x1(t)

D2 −D1
(27)

4. EXPERIMENT

To evaluate the proposed method, we conducted the sound
separation experiments. The input signals were mixed to
simulate the free-field situation as shown in Fig.4. As two
microphones, we assume a pair of a omni-directional micro-
phone as M1 and a uni-directional microphone as M2 located
at the same place. It is known that the general character-
istic of the unidirectional microphones can be described as
follows:

d(θ ) = a+bcos(θ ) (28)

0 < b < a (29)

Table 1: The true values and estimated values of D1 and D2
True value D1 D2

1.25 0.89
Estimated value D1 D2

Exp.1 1.1395 0.8171
Exp.2 1.2755 0.8005
Exp.3 1.2245 0.7763
Exp.4 1.2313 0.8764
Exp.5 1.3294 0.907
Exp.6 1.2479 0.8383
Exp.7 1.2428 0.7831
Exp.8 1.2324 0.7984
Exp.9 1.2559 0.9696
Exp.10 1.2558 0.7925

where θ represents the angle from the frontal direction of
the microphone. d(θ ) represents the amplitude gain of the
unidirectional microphone for θ . We set a and b as 0.6 and
0.4, respectively. The values of a and b are based on the
study of Okada.et.al [20]. The amplitude gain of the omni-
directional microphone was set as 0.8. The frontal direc-
tion of the uni-directional microphone is set to 0[deg]. As
the sound sources, we utilized ”Japanese Newspaper Arti-
cle Sentences” edited by the Acoustical Society of Japan.
We conducted ten experiments utilizing the different kinds of
sounds. The speech signals are arrived from two directions,
0[deg] and 45[deg]. Table.1 shows the true values and the
estimated values of D1 and D2, respectively. The theoretical
values of D1 and D2 are 1.25 and 0.89, respectively. We also
show the wave form of the original and the separated sounds
in Exp.1. Fig.5(a)-(1) and (2) represent the wave form of
s1(t) and s2(t) in the time domain, respectively. Fig.5(b)-(1)
and (2) represent the wave form of the mixed sounds x 1(t)
and x2(t) in the time domain, respectively. Fig.5(c)-(1) and
(2) represent the wave form of the separated sounds, s ′1(t)
and s′2(t), respectively. In this experiment, two voices were
spoken by the same person. Therefore, the cross correlation
of two sounds may not be 0. However, two sounds are sepa-
rated satisfactorily as shown in Fig.5(c).

5. CONCLUSION

In this paper, we proposed a novel method to separate two
sounds from different directions based on the gain difference
between two microphones located in the same place. The
system can separate the sounds which overlap in most of the
time domain and the frequency domain. We need to know
neither the directivity of two microphones nor the interval
where the sound is disjoint in advance. We can also esti-
mate the directivity of two microphones in the process of
the sound separation. The proposed method inspires us to
combine this method and the conventional aggregated mi-
crophones which utilize the knowledge about the directivity
of the microphones. The proposed aggregated microphones
system makes the system size small to be used in various
application fields such as robotics and sound environment
analyses. However, in this method, we assume two sounds.
Hence, it is impossible to separate three or more sounds in
this method. As future works, we are considering to separate
N(> 2) sounds using N microphones by extending the pro-
posed method which can be applied in echoic environment.
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(1) Waveform of the original sound 1 (2) Waveform of the original sound 2
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(a) Waveforms of the original sounds.

(1) Waveform of the mixed sound 1 (2) Waveform of the mixed sound 2
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(b) Waveforms of the mixed sounds.

(1) Waveform of the separated sound 1 (2) Waveform of the separated sound 2
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(c) Waveforms of the separated sounds. D1 = 1.2500, D2 =
0.8900, D1 = 1.1395, D2 = 0.8171

Figure 5: The experimental results of the sound separation:
The sound sources are Japanese speaking utilizing Japanese
Newspaper Article Sentences
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