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ABSTRACT crom Remme% Base Station / Central Office Cellular Handset
It is well known that an over-driven loudspeaker would caler - _ oo i &«
produce a nonlinearity that limits the performance of an o | Echo 3/ R

Remote

studies have been documented on the effect of speech codingaier
nonlinearity on the AEC. This paper investigates the com-
bined effect of both types of nonlinearities in the network- Figure 1: Implementation of AEC in the network.
based AEC framework as opposed to when the AEC is per-
formed at the source of echo such as a cellular handset.
The simulation results show that while a mild saturation- . . .
type loudspeaker nonlinearity causes the echo return fess elN€m. if any, address the two types of nonlinearities togreth
hancement (ERLE) to go down significantly, it is the non-IN & Single network-based AEC framework.
linear speech coding distortion on the acoustic echo signal Forinstance, a mean reduction of 12 dB in the ERLE due
that ultimately reduces the achievable ERLE. The resuts al to the saturation-type loudspeaker nonlinearity on antélca
point to the fact that a low bit-rate speech codec is capableéandset is reported in [1]. In such case, a cascading of the
of synthesizing a perceptually acceptable speech sigrial bRolynomial Volterra filter with a linear adaptive filter [1a,
does it in a way that is untractable by traditional linear AECpartial adaptive structure with the time-delay neural roetw
algorithms. (TDNN) [2], or the adaptive orthogonalized power filter [3]
can be used to achieve roughly 5 dB increase in the ERLE,
1. INTRODUCTION but none of these nonlinear adaptive filtering methods take
i . into account the speech coding nonlinearity. On the other
In order to meet the customer satisfaction, cellular handse,and, over 50 dB reduction in the ERLE is attributed to the
manufactures today integrate many popular features, sugbnlinear speech coding distortion alone when the AEC is
as multimedia playback or global navigation system capaperformed in a simulated cellular network [4], yet no solu-
bilities, into their products. As a consequence, they mpostltion to the problem has been published to date due to the
overlook a minor yet important and computationally inten-gifficulty in characterizing the speech coding nonlinearit
sive task like the AEC in order to minimize the handset's|n addition, the characteristics of coded speech have been
power consumption and manufacturing cost. Furthermoresed to improve the network-based AEC performance with
echo problems in telecommunication are historically cdnsi the use of a post-filter based on the statistical information
ered a network ISsue, and it is often not eaSIly JUS“f!ed folfrom a Speech encoder [5] However, [5] does not consider
handset manufacturers to take Upon themselves the issue mfher the acoustic Coup“ng non“nearity or the Speech Cod

no obvious benefit to the user of their equipment. ~ jng nonlinearity, both of which can inhibit a linear adagtiv
Therefore, the responsibility of AEC implementation is fijter from reaching the optimum solution.

often relegated to the network providers. The AEC mustthen In this paper, we will examine the AEC in the network

gg ﬁligfrg?e%diﬁtgcﬁgril I%c]ztlgr?cso%rirrzew;necﬁig tggcr;%tivr\]'orggrough simulations to see how the two types of nonlinear-
9 ' 9 9 3fies together affect the linear AEC performance. We will

the base station are not required in a tandem-free operatlwso quantify the degree of nonlinear distortion caused by

,(A\Té:((:))incil(l;ﬂjlga r:j%tvmvgirrlf’;)#é ?:Cnr;t”gg’xgirgerpeu dsﬁrf?rzl;grmathe?several speech codecs and by specific components within a
otherwise. thev are required when transcodin takeg pla codec in order to further characterize the effect of speech
’ y q 9 P %ding nonlinearity on linear AEC. The overall goal is to nu-

in the network, which occurs most of the time, or when theqrica v assess the effects of nonlinearities to gain tebet
remote call is made through a landline.

There are two types of nonlinearities that potentially timi understanding of the problem so that much more effective

i ; o network-based AEC scheme, whether it be linear or nonlin-
the AEC performance in the network like the one in Figure ar itself, may be developed in the future.

1. One is the nonlinear acoustic coupling between the loud® . . . . .
speaker and the microphone of a handset. The other is the TN€ Paper is organized as follows. First, we discuss in
nonlinear speech coding distortion applied to both the far>€ction 2 the possible sources of nonlinearities in acousti

end and the near-end signals. There are numerous pap&Pling and speech coding. Next, we present in Section 3

published already on the topic of nonlinear AEC, but few ofthe simulation method for assessing the nonlinearitids, fo
’ lowed by the results and analyses in Section 4. Finally, we

* Partial work performed during Summer 2005 internship alabs. end with the conclusions in Section 5.
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acoustic echo canceler (AEC). In contrast, only a handful of . : g P H\lu
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Figure 2: Three distinct acoustic echo paths. Parameter Optimizatior] y(n) | "Fiter | &n) 4" '
Bnooder
2. SOURCESOF NONLINEARITIES Figure 3: Encoding and decoding schemes of CELP.

2.1 Acoustic Coupling

Figure 2 shows three distinct acoustic echo paths between th(®, [ e },J;,| Decoder |21
loudspeaker and the microphone of a cellular handset: (a) a
reverberation in a room during the speaker-phone mode or a

reflection off of near-end speaker’s head during the handset AEZ|/
mode, (b) a direct coupling through the air, or (¢c) a mechani-

L oudspeaker
Satu?pa!ion

cal coupling through the handset itself. While (a) and (lm) ca B e DI e
be modeled together with a single impulse response, (c) mosin) | =gy Deoodr =~ {Eveosr [
likely does not behave in a linear fashion and cannot be char- . Inthe network __atahandset

acterized simply by an impulse response. The loudspeaker

with a saturation characteristic is also a major source of no Figure 4: Network-based AEC configuration with loud-

linearity, which is usually modeled with a memoryless poly-speaker saturation and speech coding.

nomial function. Another possible source of nonlineargy i

the microphone that can suffer from both the over-driving

and the saturation problems. parameters, for which the quantization noise is not adglitiv
Both the mechanical coupling and the loudspeaker sagnymore and cannot be treated as the output of some random

uration will have a significant effect on the AEC when theprocess. Other nonlinearity factors include how the chan-

far-end signal is played back at a high volume on a handsetel coding bits are distributed among the quantized engpdin

with an inexpensive loudspeaker or with a casing that is naparameters and how the individual components within the

properly designed to reduce the mechanical coupling. Howencoder, such as the fixed and the adaptive codebooks, are

ever, it is difficult to simulate a mechanical coupling witho implemented in different LPC-ABS codecs.

working with a set of differential equations, thus such gnal

sis is out of the scope of this paper. We will also ignore the 3. SIMULATION METHOD

nonlinearity due to over-driving or saturation at the micro

phone since the far-end signal played out at the loudspeakBl9Ure 4 SIhOWS the net\(vork—_basieq linear AEC conf|%urat|cr)]n
of a handset is most likely at a level much lower than the''2tiS implemented during simulations. We assume here that
near-end speaker's voice X(n) (the far-end signal) is also encoded, which would be

_the case for a ceIIuIar—to—ceIIuIar call, and that the _dmo_d
2.2 Speech Coding in a hand_s_et e_md the decoder in the network are |dent|_cal.

o For simplification purposes, we also assume that the wire-
Most of the current speech codecs used in wireless commuriess channel (i.e. the path between encoder and decoder)
cations are based on the linear prediction coding anabjsis- is ideal and does not impose any communication delay or
synthesis (LPC-ABS) approach. Code-excited LPC (CELPpacket loss, that there is no delay due to codec processing
is one type of LPC-ABS codec. The CELP encoding andime, and that there is no double-talk situation.
decoding processes are represented by the schematics in Fig The goal is to measure the ERLE through simulations for
ure 3. Basmally, the CELP encher searches iteratively foyarious signal types and conditions, listed below:
the best encoding parameters (i.e. the codeved, the Male speech, female speech, or white noise.
codeword gairgc, the pitch gaingp, and the pitch delay) Voiced or unvoiced speech
by perceputally weighting the errefn) between the original v . P :

With or without speech coding.

speects(n) and the decoded speesim) and minimizing the . : .
energy of the weighted errgtn). More detailed information With or without loudspeaker saturation.

on LPC-ABS and CELP can be found in [6]. » With or without post-filtering.

As illustrated in Figure 3, the CELP speech coding pro-Only the post-filtering in the decoder in the network that op-
cess is altogether nonlinear and sub-optimal. One possibrates on encodedn) (the acoustic echo signal) is remov-
source of nonlinearity is the adaptive post-filter, which im able since the decoder in the network that operates on en-
proves the perceptual quality of the synthesized sps@oh ~ codedx(n) simulates the decoding in a handset, which is out
but does not necessarily give a better match to the originalf the network’s control.
speech. By the same token, the perceptual weighting fil- The ERLE is defined as
ter may also affect the AEC performance since it is an in- N e
tegral part of the encoding parameter search process. An- ERLE = 10log;, Sne1Y°(n) (dB), 1)

other source of nonlinearity is the quantization of encgdin Z#:lez(n)
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Cocee By rate Codec | Frame Size rithms [12]. The adaptation step sizes are setto 0.5 and0.01
( 52 ) AcyEpLP (ms) for NLMS and FBLMS, respectively, and the forgetting fac-
G.723.1 6.3 MP-MLQ 30 tor of 1 is used with RLS. The block size of 200 samples
G.728 16 [D-CELP 25 (same as the impulse response length) is used with FBLMS.
G.729 8 CS-ACELP 10
GSMAMR | /%2490 BT aceLp 20 4. SIMULATION RESULTS

The ERLE plots in Figure 6 were obtained from implement-
ing NLMS, FBLMS, and RLS on a female speech in the
newtork-based AEC setting with only loudspeaker satumatio

Table 1: LPC-ABS speech codecs and their features.

1 —= 02 (a =0.4) and no speech coding. They show that NLMS can
o1 e provide better result at low volume level than the other algo
05 iz, rithms, which illustrates the robustness of NLMS against th

saturation-type loudspeaker nonlinearity. On the othadha

> 0 , 0 the ERLE plots in Figure 7 were obtained when there is only
-0.5 / -0.1 speech coding (GSM AMR 12.2 kbps) and no Ipudspeaker
- TTYEX saturation, and they show that the ERLE is consistently well

L —y=el ), below 20 dB for all three AEC algorithms tested. It means

-1 9 1 0 saﬁ?ges 200 that nonlinear adaptive filters based on LMS-type strugture

such as the \olterra filter and the power filter, would also be

i . ; . _ insufficient to handle the speech coding nonlinearity.
Figure 5: Loudspeaker saturation functjo(x) for a = 0.1, insu .
0.2,..., 0.7 (left) and the acoustic impulse response (right) _ 1ne combined effect of the loudspeaker and speech cod-
used during simulations. ing nonlinearities on the network-based AEC (FBLMS) can

be seen in Figure 8, in which the average ERLE obtained
from a female speech is plotted as a function of the parameter

wherey(n) is the acoustic echo signal with or without speech® and the GSM AMR bit-rate. The plot shows that unless

coding distortiong(n) is the residual echo signal, andis is very small (i.e. when there is a severe loudspeaker satura

the sample size. For calculating the average ERLE, only thiOn), most of the AEC performance degradation encountered
last one-half of the data are used in order to ensure sufficief]} & réal-life situation can likely be attributed to the riasfr
convergence. speech coding cﬁstorﬂon. _

16-bit waveforms sampled at 8 kHz are used as the far- 1able 2 provides the average ERLE obtained from male
end signal. Male and female speeches are obtained froffP€€ch, female speech, and white noise (WN) signals when
the TIMIT database [7], which comes with phoneme labeldh® AEC (FBLMS) was performed in a handset (i.e. when
that can be used for voiced/unvoiced speech classification. the encoder-decoder pair in the echo path was removed) with
white noise is generated from the Gaussian distributioh wit Post-filtering (PF) and with or without loudspeaker satura-
zero mean and unit variance. Each signal is analyzed for 3¢Pn (LSS) @ = 0.4 for LSS). The table shows that a speech
seconds and is scaled to 99% of the maximum volume rangg?ding on the far-end signal does not practically affect the
in order to observe the loudspeaker saturation effect. andset-based AEC performance, where the minimum av-

The speech codecs tested during simulations are IT§"age ERLE for the male speech with no loudspeaker sat-
G.723.1 [8], ITU G.728 [9], ITU G.729 [10], and GSM uration is 40.5 dB, which is only 11.5 dB down from the
AMR [11]. They are all based on LPC-ABS and are Wide|ybasel|ne of 52.0 dB. In fact, there is a slight increase in the
used in satellite, wireless, or voice-over-IP (VoIP) conmiau ~ @verage ERLE for most of the loudspeaker saturation cases,

sizes are listed in Table 1. is likely due to the increased energy of the far-end signal in
The acoustic coupling is modeled by a loudspeaker safllid-volume range after going through the soft-decisiorcfun
uration followed by a linear acoustic impulse response. Th&on, as the distribution of a white noise is more heaviljegi

loudspeaker saturation is implemented with a soft-degisiothan that of a speech signal. _
function Tables 3, 4, and 5 provide the average ERLE obtained

from male speech, female speech, and white noise (WN) sig-
nals, respectively, when the AEC (FBLMS) was performed
in the network with different combinations of PF and L3S (
=0.4). The three tables show that the highest average ERLE
where the parameter determines the degree of saturation.when there is a speech coding with post-filtering is around
The linear acoustic response is determined from an actud6 dB, with or without the loudspeaker nonlinearity.
acoustic echo recorded from a cellular handset. The impulse Tables 3, 4, and 5 also show that although the post-
response is truncated to 200 samples long so that the maXikering effect seems small in general, there is still anraile
mum peak occurs at the ®@ample, and it is scaled such that decrease in the average ERLE for male and female speeches
it produces roughly 10 dB echo return loss (ERL). The plotwhen there is post-filtering, where the reduction can be as
of p(x) for several values oft and the plot of the impulse much as 3 dB for some cases (e.g. female speech coded with
response used during simulations are shown in Figure 5.  G.728 with no loudspeaker saturation). This suggests the
The linear AEC is implemented by using the normalizedneed to take a closer look at the perceptual weighting filter
least mean square (NLMS), the fast (or frequency) bloclas well to see how it affects the AEC performance.
LMS (FBLMS), and the resursive least square (RLS) algo- In addition, Tables 3, 4, and 5 show that the average

~ 1—exp—x/a)

P = 1+exp—x/a)’
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Figure 8: Average ERLE from the network-based AEC
Figure 6: ERLE from the network-based AEC for a female(FBLMS) for a female speech as a function of the loud-
speech when there is only loudspeaker saturatior 0.4)  speaker saturation parameteand the GSM AMR bit-rate.
and no speech coding.

25 : ‘ Codec | Bit-Rate]| LSS No LSS |
—— NLMS Name (kbps) | Male [Femal¢ WN | Male [Femalg WN |

20(| -~ ~FBLMS G 7231 5.3 | 16.73| 18.80] 27.36] 53.51] 65.40] 72.56
e 6.3 | 17.14| 19.02| 27.19]| 60.83| 66.28| 73.58

15¢ G.728 16 17.91[ 20.03| 27.08] 59.68] 66.09| 76.93
g L i T R NN RS G.729 3 18.61| 19.91] 33.07| 53.81| 59.81| 71.63
e AW RV 4.75 | 17.60| 18.59] 33.47| 48.65| 50.46| 61.64
2 sl ‘ . . 5.15 | 18.16| 19.34| 33.72| 55.11| 50.27| 61.06
o M y 5.9 |18.79| 20.27| 32.74| 64.01| 62.25| 67.36
NE . | 6.7 | 18.85|20.09| 33.28| 57.31| 63.98| 64.01

) GSMAMR | 274 | 18.69| 20.21| 30.83| 48.53| 64.43| 71.06

-5 7.95 | 18.79| 20.34| 28.06| 51.91| 63.48| 64.20

: 10.2 | 18.68| 20.20| 30.45| 49.53| 63.63| 65.34

-10; 1 . . : . 12.2 | 18.71| 20.14| 29.60| 40.50| 64.39| 51.06
time (s) [ No Speech Coding | 17.89 | 19.97 | 26.60 | 51.99 | 61.08 | 77.04 |

Figure 7: ERLE from the network-based AEC for a femaleTable 2: Average ERLE (dB) from the handset-based AEC
speech when there is only speech coding (GSM AMR 12.£FBLMS) with PF @ = 0.4 for LSS).
kbps) and no loudspeaker saturation.

and from 7.95 to 10.2 kbps). These results stress the need

. . , to investigate how the the encoding parameter quantization
EtEIérEt;zgseg?giegdn;Tﬁ] mzsrtlgg/\r/o?k\-,\ll)r;?egzlégth?lrfg;stTﬁand the channel coding bit allocation are implemented in a
slightly higher average ERLE for a female spéech than fo?pecmc SEeech cocljec 'Sﬁ that the information may be used to
a male speech is consistent with the general results oldtainernprOVEt e AEC algorithm.
when a stochastic gradient-type algorithm is used. This is

probably because the codebooks used by low bit-rate codecs 5. CONCLUSIONS

are adequate enough to model the excitation signals that dri the results from the network-based AEC simulations show
the voiced speech production but tend to be too sparse to dgyat unless there is a severe loudspeaker saturation, it is
scribe many possible random noises. mostly the speech coding nonlinearity applied to the acous-

Furthermore, Table 6 provides the average ERLE calcutic echo signal and not the loudspeaker nonlinearity that li
lated separately for voiced and unvoiced portions of malets the linear AEC performance. While NLMS exhibits ro-
and female speeches (62% and 60% of the male and f@ustness against the saturation-type nonlinearity at ko v
male speeches, respectively, were voiced), and it can be olime level, none of the linear AEC algorithms tested (NLMS,
served from the table that the average ERLE for an unvoicedBL.MS, RLS) were able to adequately handle the speech
speech is just as low as what is obtained from a white noisgoding nonlinearity. The ERLE is strongly correlated with
The problem can potentially be made worse by the artifithe speech codec bit-rate, where the highest average ERLE
cial silence insertion algorithm used by some speech codeetained by using popular speech codecs such as GSM AMR
(e.9. GSM AMR's discontinuous transmission (DTX) op- and G.728 was around 16 dB regardless of the degree of loud-
tion, which was not implemented during simulations), andspeaker saturation. Also, the sparsity of codebook in $peec
it may necessitate the background/foreground filteringin o codecs based on LPC-ABS is likely a major factor in the re-
der to avoid the adaptive filter divergence during unvoiced oduction of the ERLE for unvoiced and silent portions of a
silent portions of a speech. speech signal. The post-filter removal makes a measurable

Finally, Tables 3 through 6 collectively show that theredifference for some speech codecs, and there are still many
is a strong correlation between the ERLE and the bit-rateparts within a speech codec, such as the perceptual weight-
Also, there are several sizeable jumps in the average ERLIA( filter, the encoding parameter quantization, and thecha
for GSM AMR at serveral bit-rates (e.g. from 6.7 to 7.4 kbpsnel coding bit allocation, that must be analyzed carefudly b
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Codec Bit-Rate LSS No LSS
Name (kbps) PF [ NoPF PF [ NoPF
53 864| 88L| 938| 066
SLEs 63 | 10.05| 1034 | 1066 | 11.02
G728 16 | 13.83| 15.05] 15.79 | 18.00
G.729 ) 1041 1135 1102 | 12.09
475 | 729 761 755| 781
515 | 716| 7.43| 7.80| 805
5.9 ga4| 877| 878| 904
6.7 919 | 9.46| 963| 998
GSM AMR 74 | 1015| 1077 | 1112 | 11.74
795 | 1007 | 1054 | 1074 | 11.35
102 | 13.38| 13.69| 1474 | 14.98
122 | 1418| 1458 1586 | 16.25

[ NoSpesch Coding | 1789 | 5109 |

Codec Bit-Rate LSS No LSS
Name (kbps) PF [ NoPF PF [ NoPF
53 746| 448 450 451
SLEs 6.3 542 | 542| 543| 543
G728 16 | 15.84 | 15.68 | 16.20 | 16.02
G.729 ) 682 683 688 686
475 | 156 157 | 154 156
515 | 161| 161| 156| 156
5.9 217| 219| 213| 215
6.7 214| 216| 217| 220
GSM AMR 7.4 701| 689| 7.09| 695
795 | 460| 452| 462| 454
102 | 942| 933| 945| 936
122 | 11.05| 1093 11.09| 1097

[ NoSpeech Coding | 26.60 | 77.04 |

Table 3: Average ERLE (dB) from the network-based AECTable 5: Average ERLE (dB) from the network-based AEC

(FBLMS) for a male speectun(= 0.4 for LSS).

Codec Bit-Rate LSS No LSS
Name (kbps) 0 0
53 883 924 954 993
G.7231 63 | 10.21| 1041 1059 | 11.06
G728 16 | 14.61| 16.38 | 15.99 | 19.01
G.729 5 1067 | 1156 | 11.17 | 12.23
475 | 742 757 757 777
515 | 779| 801| 815| 836
5.9 850| 880| 877| 915
6.7 938 | 982| 979 1028
GSM AMR 74 | 1060| 11.19| 11.08| 11.77
795 | 1044 | 1090 | 1094 | 1154
102 | 1372 | 13.99 | 14.60 | 14.92
122 | 1459 | 1490 | 1626 | 16.67
No Speech Coding | CE 6.08 |

(FBLMS) for a white noised = 0.4 for LSS).

Codec Bit-Rate Male Female
Name (kbps) | Woiced [Unvoiced Voiced [Unvoice
53 959] 617 | 961 575
SLEs 63 | 1096/ 7.00 | 10.65| 680
G728 16 15.77] 15.95 | 16.03| 14.60
G729 ) 1145 593 | 11.26] 6.0
Z.75 788|080 | 764 182
5.15 834 076 | 823 256
5.9 937| 249 | 8o1| 221
6.7 1032| 367 | 9.93| 357
GSMANR 74 | 1156 666 | 11.15| 7.12
795 | 11.38| 591 | 11.10| 5.29
102 | 1507| 11.72 | 14.70| 10.28
122 | 1636 12.24 | 16.36| 12.55
No Speech Coding | 53.74] 4542 | 6L71] 5240 |

Table 4: Average ERLE (dB) from the network-based AECTable 6: Average ERLE (dB) from the network-based AEC

(FBLMS) for a female speectw(= 0.4 for LSS).

(FBLMS) with PF and no LSS for voiced and unvoiced por-

tions of female and male speeches.

fore any new AEC algorithms that work in conjunction with
speech coding can be formulated.

6. ACKNOWLEDGEMENTS

The main author is grateful for the help and the insights
gained from the third co-author during the internship at

Tellabs.

(1]

(2]

(3]

(4]

REFERENCES

[7]

A. Guérin, G. Faucon, and R. L. Bouquin-Jeannes,
“Nonlinear acoustic echo cancellation based on
Volterrafilters,”IEEE Trans. on Speech and Audio Pro-
cessing.vol. 11, pp. 672-683, Nov. 2003.

A. N. Birkett and R. A. Gourban, ‘“Limitations of
handsfree acoustic echo cancellers due to nonlinear

loudspeaker distortion and enclosure vibration effects,” [9]

in Proc. IEEE ASSP Workshop on Applications of Sig-
nal Processing to Audio and Acoustitéew Paltz, New
York, Oct. 1995, pp. 103-106.

F. Kuech, A. Mitnacht, and W. Kellermann, “Nonlinear
acoustic echo cancellation using adaptive orthogonal-
ized power filters,” inProc. IEEE Int. Conf. on Acous-
tics, Speech, and Signal Processijrigar. 2005, vol. 3,
pp. 105-108.

M. Rages and K. C. Ho, “Limits on echo return loss
enhancement on a voice coded speech signaRrac.

(6]

(8]

10] Int. Telecom. Union, “ITU-T G.729: Coding of speech

[11] Europ. Telecom. Stand. Inst.,

IEEE Midwest Symp. on Circuits and SysterAsg.
2002, vol. 2, pp. 152-155.

[5] G. Ezner, H. Kruger, and P. Vary, “On the problem of

acoustic echo control in cellular networks,”®Pmoc. Int.
Workshop on Acoustic Echo and Noise Cont®ép.
2005, pp. 213-216.

M. Hasegawa-Johnson and A. Alwan, “Speech coding:
Fundamentals and application8yiley Encyclopedia of
Telecommunicationsol. 5, pp. 2340-59, 2003.

L. Lamel, R. Kassel, and S. Seneff, “Speech database
development: Design and analysis of the acoustic-
phonetic corpus,” ifProc. DARPA Speech Recognition
WorkshopMar. 1987, pp. 26-32.

Int. Telecom. Union, “ITU-T G.723.1: Dual rate speech
coder for multimedia communications transmitting at
5.3 and 6.3 kbit/s,” 1996.

Int. Telecom. Union, “ITU-T G.728: Coding of speech

at 16 kbit/s using low-delay code excited linear predic-
tion,” 1992.

at 8 kbit/s using conjugate-structure algebraic-code-
excited linear prediction (CS-ACELP),” 1996.

“ETSI TS 126 104
V6.1.0: ANSI-C code for the floating-point Adaptive
Multi-Rate (AMR) speech codec,” 2004.

[12] S. Haykin,Adaptive Filter TheoryPrentice Hall, 2002.



