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ABSTRACT 
An equalizer to enhance the quality of reconstructed speech 
from an analysis-by-synthesis speech coder, e.g., CELP 
coder, is described.  The equalizer makes use of the set of 
short-term predictor parameters normally transmitted from 
the speech encoder to the decoder.  In addition, the equalizer 
computes a matching set of parameters from the recon-
structed speech.  The function of the equalizer is to undo the 
computed set of characteristics from the reconstructed 
speech and impose the set of desired characteristics repre-
sented by the transmitted parameters.  Design steps for the 
equalizer and its implementation both in time and frequency 
domain are described.  Experimental results of applying the 
equalizer to the output of a standard coder, viz., EVRC (En-
hanced Variable Rate Coder) operating at half-rate (4000 
bps), are presented.  Objective evaluation using an ITU rec-
ommended voice quality tool shows that the equalizer can 
help enhance the quality of the reconstructed speech signifi-
cantly. 

1. INTRODUCTION 

One of the characteristics of Analysis-by-Synthesis speech 
coders, e.g., Code Excited Linear Predictive (CELP) coders, 
which typically use Mean Squared Error (MSE) minimiza-
tion criterion, is that as the bit rate is reduced, the error 
matching at higher frequencies becomes less efficient.  This 
is because MSE criterion tends to emphasize signal modeling 
at lower frequencies where the energy is relatively higher.  
Any training procedure for optimizing excitation codebooks, 
when used, likewise tends to emphasize lower frequencies 
and attenuate higher frequencies in the trained codevectors, 
with the effect becoming more pronounced as the excitation 
codebook size is reduced.  The perceived effect of the above 
characteristic is that the reconstructed speech becomes in-
creasingly muffled as the bit rate is reduced.  This muffling 
effect can be mitigated to some extent by the first order high-
pass filter, whether fixed or adaptive, that is part of a stan-
dard adaptive spectral post-filter commonly used with CELP 
speech coders although the original purpose of this filter is to 
compensate for the spectral tilt introduced by the other terms 
in the spectral post-filter [1].  Another solution to this prob-
lem can be found in a 3GPP2 standard document [2] in the 
context of an algebraic excitation codebook.  It involves the 
use of a shaping filter for the excitation codebook of the 

form 11)( −−= zzH SHAPE µ , where 5.00 ≤≤ µ .  The 

value of µ is selected based on the degree of periodicity of 

the preceding sub-frame, which when high, causes a value 
close to 0.5 to be selected.  This imposes a high-pass charac-
teristic on the excitation codevector being evaluated and 
thereby on the excitation codevector that is ultimately se-
lected.  Notice that the shaping filter does not necessarily 
optimize the MSE criterion.  However, it is still used because 
it mitigates the attenuation at higher frequencies to some 
extent and the resulting reconstructed speech sounds more 
similar to the target input speech. 

In this paper, we describe an adaptive equalizer that at-
tempts to impose the overall frequency characteristics of the 
input speech onto the reconstructed speech thereby mitigat-
ing the above muffling effect.  The idea is to design an equal-
izer that would bridge the gap between the short-term spec-
tral characteristics of the input and reconstructed speech and 
apply it to the reconstructed speech.  The European patent 
specification EP 1141946B1 [3] describes an adaptive equal-
izer to reduce the distance between the reconstructed signal 
and the input signal.  In the patent specification, a transfer 
function is computed in the frequency domain, which, when 
applied to the reconstructed signal renders it identical to the 
input signal.  The transfer function is simplified, quantized, 
and transmitted as enhancement information to the speech 
decoder.  Clearly, this entails additional bandwidth.  On the 
other hand, the adaptive equalizer described in this paper is 
designed using parameters already transmitted to the speech 
decoder as part of the coded bit stream and parameters de-
rived from the reconstructed speech.  Therefore, there is no 
additional bandwidth requirement.  The design and imple-
mentation of the adaptive equalizer are described in Section 
2.  Results of applying the equalizer to a standard speech 
coder are presented in Section 3.  Our conclusions are sum-
marized in Section 4. 

2. DESIGN AND IMPLEMENTATION 

Figure 1 shows a block diagram with a typical CELP speech 
decoder along with the adaptive equalizer.  The inputs to the 
speech decoder block are: i) the quantized linear predictor 
(LP) coefficients Aq, ii) the long-term predictor delay L and 
coefficients βj’s, and iii) the excitation codevector index I and 
gain factor γ.  The quantized LP coefficients Aq = {a1, a2, …, 
aP} describing the short-term spectral envelope are transmit-
ted to the decoder typically once per frame.  Other parame-
ters are transmitted once per sub-frame.  For speech signals 
sampled at 8000 Hz, the frame duration ranges typically from 
10 to 30 ms, the number of sub-frames per frame is typically 
2 to 4, and the order P of the linear predictor is typically 10.  
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The transmitted LP coefficients Aq usually correspond to the 
last sub-frame of a frame and LP coefficients corresponding 
to other sub-frames are obtained through interpolation be-
tween the Aq parameters of the current and preceding frames.  
For each sub-frame, the speech decoder selects from a fixed 
codebook an excitation codevector CI corresponding to the 
index I, scales it by the gain factor γ, and filters the gain-
scaled excitation vector by the long-term and short-term pre-
dictor filters corresponding to the sub-frame to generate the 
reconstructed speech �(n) as an estimate of the input speech 
s(n) at the speech encoder.  Here n is the sample index and 
ranges from 0 to N-1, where N is the sub-frame length in 
samples.  The long-term predictor (LTP) filter is described by 
the system function 
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where, the LTP filter order J is typically between 1 and 3, and 
the short-term predictor (STP) filter (for the last sub-frame) 
is described by the system function 
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In Figure 1, the inputs to the equalizer block are the quan-
tized LP coefficients Aq, and the reconstructed speech �(n).  
The output of the equalizer block is the equalized, recon-
structed speech �eq(n). 

 
2.1 Equalizer Design 

 
Figure 2 illustrates a flowchart for the equalizer design based 
on the reconstructed speech �(n) and the transmitted quan-
tized LP coefficients Aq.  The reconstructed speech is first 
windowed and an LP analysis is performed on the windowed 
speech to obtain the LP coefficients Ar = {b1, b2, … , bQ} 
where, Q � P, is the order of the LP model.  Ideally, the win-
dow used for LP analysis of the reconstructed speech is the 
same as the window that was used on the input speech at the 
encoder in obtaining the transmitted coefficients Aq.  Fur-
thermore, the windowing is synchronous – that is, the win-
dow placement is such that corresponding speech samples 
are used at the encoder and decoder in obtaining Aq and Ar 
respectively for each frame.  It is also desirable that the same 
LP analysis technique is used for computing Ar as that was 
used in computing Aq.  The order Q of the LP model for the 
reconstructed speech is typically chosen to be equal to P.  
But if Q is chosen to be less than P, then the model order of 
Aq has to be reduced to Q using well-known techniques be-
fore being used in subsequent computations. 

The objective of the equalizer is to undo the spectral 
characteristics corresponding to Ar and impose the spectral 
characteristics corresponding to Aq on the reconstructed 
speech.  To accomplish this, we first compute from Ar the 

 

 

 
 

zero-state impulse response of the zero-filter Ar(z) = 1 – � bi 

z-i as the sequence {1 –b1 –b2 … -bQ}.  This sequence is then 
filtered by the zero-state pole filter 1/Aq(z) = 1/(1 – � ai z

-i) to 
obtain an initial estimate of the equalizer impulse response.  
This equalizer response, however, causes phase distortion. In 
order to obtain an equalizer response with zero phase distor-
tion, the initial estimate of the equalizer impulse response is 
processed further by truncating it to a suitable length (pref-
erably a power of 2, e.g., 512), transforming into the fre-
quency domain by means of a Fourier transform, e.g., an 
FFT, computing the magnitude response, and setting the 
phase response to zero.  The resulting magnitude-only fre-
quency response Geq(ωi) is referred to as the intermediate 
equalizer frequency response.  The corresponding time-
domain sequence geq(n) can be obtained by means of an in-
verse Fourier transform, e.g., IFFT, and is referred to as the 
intermediate equalizer impulse response.  This impulse re-
sponse is real and symmetric because of the imposed zero-
phase characteristic. 

The intermediate equalizer impulse response is then 
truncated to a suitable length by means of a symmetric time-
domain window, e.g., a rectangular window.  The resulting 
sequence heq(n), which is still symmetric, is the desired final 
equalizer impulse response.  The sequence heq(n) is zero-
padded on both sides to maintain its symmetry and Fourier 
transformed, e.g., by an FFT, to yield the magnitude-only 
final equalizer frequency response Heq(ωi).  Notice that since 
Heq(ωi) has been obtained from the zero-padded sequence 

Figure 2.  Equalizer design flowchart 
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heq(n), it can be used to filter, i.e., equalize, a reconstructed 
speech frame without aliasing provided the length of the 
frame is not greater than one plus the number of zeros in the 
zero-padding.  This is not the case with Geq(ωi) and this is 
why the window used to obtain heq(n) from geq(n) is referred 
to as an anti-aliasing window in Figure 2.  Heq(ωi) is the de-
sired equalizer frequency response although in order to re-
duce complexity Geq(ωi) can also be used for equalization if a 
certain amount of aliasing distortion can be tolerated.  
 
2.2 Equalizer Implementation 

 
As shown in Figure 3, the equalizer can be implemented in 
the frequency domain or the time domain.  For this purpose, 
the overlap-add (OLA) analysis/synthesis approach [4] is 
used.  To implement the equalizer in the frequency domain, 
the reconstructed speech �(n) is first windowed by means of a 
suitable OLA analysis window.  Ideally, the OLA window 
will satisfy the perfect reconstruction property, that is, the 
overlapped sections of adjacent windows will add up to 
unity.  An example of such a window is a non-symmetric 
version of the Hanning window with 50% overlap. Such a 
window is expressed by w(n) = 0.5[1 - cos(2πn/2L)], n = 0, 1, 
… , 2L-1, where 2L is the length of the window and the dis-
tance between adjacent windows is L.  If this type of OLA 
window is used, we choose L to be equal to the frame length 
used at the speech encoder.  We also place the window such 
that it coincides with the LP analysis window used for ob-
taining Ar to the extent possible.  The windowed recon-
structed speech frame is then zero-padded and Fourier trans-
formed into the frequency domain, e.g., by means of an FFT.  
The number of zeros padded should be at least equal to the 
length of heq(n) minus one to avoid aliasing and the size of 
the Fourier transform should be the same as that of Heq(ωi).  
The Fourier transformed signal is equalized in the frequency 
domain by multiplying each frequency coefficient by the 
corresponding term of Heq(ωi) or Geq(ωi).  The equalized fre-
quency-domain signal is next inverse Fourier transformed, 
e.g., by means of an IFFT, and overlap-added with the adja-
cent frames to yield the equalized, reconstructed signal �eq(n).  
In OLA synthesis, special care must be taken to appropriately 
handle the “sample tails” at both ends of the windowed 
speech frame caused by the equalizer impulse response.  To 
implement the equalizer in the time domain, the windowed 
reconstructed speech frame is directly convolved with the 
equalizer impulse response heq(n) or geq(n) and overlap-added 
with adjacent frames to yield �eq(n) once again ensuring that 
the sample tails at both ends are handled appropriately.  To 
provide a concrete example of the different lengths involved, 
let the frame length L be 160 samples.  The OLA analysis 
window is then 320 samples long, the FFT length may be 
chosen as 512, and the length of the anti-aliasing window, 
i.e., the length of heq(n),  may be chosen as 193, which would 
result in a 96-sample “sample tail” at each end. 

While the above is a description of the standard equal-
izer implementation, several variations are possible: 1) Adap-
tive spectral post-filtering is commonly used in CELP speech  
 

 
 
coders to reduce the perceived level of coding noise [1].  The 
standard equalizer undoes the effect of post-filtering, so it 
may be useful to include adaptive spectral post-filtering as 
part of the equalizer transfer function or as a separate block 
after the standard equalizer block.  2) Bandwidth widening 
technique may be employed in the design of the equalizer by 
replacing Aq(z) and Ar(z) by Aq(z/α) and Ar(z/α) respectively, 
where α < 1.  This places a reduced demand on the equalizer 
and leads to improved performance especially when the 
transmitted coefficients Aq are coarsely quantized and/or 
when there is a mismatch between the LP analysis window 
and the OLA analysis window.  3) The quantized LP coeffi-
cients are transmitted typically once per frame and this may 
result in long OLA analysis frames and a correspondingly 
long delay in the standard equalizer implementation.  By 
using interpolated values of Aq in addition to the transmitted 
Aq values and more frequently computed values of Ar, the 
effective length of OLA analysis frames and the correspond-
ing delay can be reduced. 

3. EXPERIMENTAL RESULTS 

In order to evaluate the performance of the equalizer, the 
EVRC (Enhanced Variable Rate Codec) standard [5] used in 
CDMA networks was selected.  This codec is a variable rate 
codec that operates at three different rates: 8550 bps (full-
rate), 4000 bps (half-rate) and 800 bps (eighth-rate).  For the 
purpose of evaluating the equalizer, the EVRC was config-
ured to operate always at half-rate, i.e., at 4000 bps.  The 
EVRC was selected for the study because it is an analysis-
by-synthesis coder and when operating at 4000 bps, it has 
many of the shortcomings outlined in Section 1.  The EVRC 
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is a type of CELP codec known as Relaxed CELP where the 
target signal the coder is attempting to match is not the origi-
nal input speech but a time-warped version of the input 
speech.  For the objective evaluation of the equalizer per-
formance, we use this time-warped version of the input 
speech as the reference signal.  The objective evaluation it-
self was done using an ITU recommended voice quality tool 
known as PESQ [6].  Given a reference signal and a de-
graded signal, e.g., the unequalized or equalized EVRC out-
put speech signal, this tool provides a predicted MOS (Mean 
Opinion Score) for the degraded signal on a 5-point scale.  
For the evaluation, a speech database consisting of 32 sen-
tence pairs (8 speakers, 4 male + 4 female, 4 sentence pairs 
each) was used.  The speech database is sampled at 8000 Hz, 
quantized at 16 bits/sample, and has no pre-processing filter. 

To study the effect of window length on the equalizer 
performance, we used a Hanning window with 50% overlap 
(as specified in Section 2.2) for both LP and OLA analysis.  
The LP coefficients Aq and Ar were calculated respectively 
from high-pass filtered input speech (from which EVRC 
normally computes the LP coefficients) and EVRC output 
speech.  The LP coefficients were computed using an auto-
correlation technique slightly different from the one that 
EVRC uses and the coefficients were unquantized.  The 
predictor order P was 10.  It may be noted that the EVRC 
also uses a predictor order P of 10 and a frame length L of 
160.  The equalizer performance results for three different 
window lengths (2L) and several values of the bandwidth 
widening parameter α are shown in Table 1.  For compari-
son, the unequalized EVRC output has a predicted MOS of 
3.428.  It is seen that the equalizer performance improves as 
the window length decreases and the best performance for 
all three lengths occurs when α = 0.96.  To study the effect 
of predictor order on equalizer performance, we varied the 
predictor order P keeping the window length (2L) at 160 and 
α at 1.00.  Other conditions were similar to the experiment 
above.  The results of this experiment are shown in Table 2.  
Once again, for comparison, the predicted MOS of the un-
equalized EVRC output is 3.428.  It is seen that the equal-
izer performance improves with increasing predictor orders. 

To study the equalizer performance under more realistic 
conditions, the LP analysis window was made identical to the 
one used in the EVRC, viz., a 160-sample Hamming win-
dow.  The OLA analysis window was a 320-sample Hanning 
window with 50% overlap chosen such that the LP analysis 
window is centred within the OLA analysis window.  Fur-
thermore, the same auto-correlation technique used by the 
EVRC was used to compute the LP coefficients.  The predic-
tor order P was chosen as 10. The results of this study for 
different values of α  are shown in Table 3 for unquantized 
LP coefficients as well as quantized LP coefficients quan-
tized both by EVRC half-rate quantizer (22 bits/frame, 1100 
bps), and full-rate quantizer (28 bits/frame, 1400 bps).  The 
best equalizer performance occurs when α = 0.96, 0.80, and 
0.88 respectively for the unquantized, half-rate quantized, 
and full-rate quantized LP coefficients.  Compared to the 
predicted MOS of 3.428 for the unequalized EVRC output,  
 

Table 1. Predicted MOS for different window lengths 
Window length (2L) αααα    

320 256 160 
1.00 3.533 3.596 3.620 
0.98 3.567 3.636 3.655 
0.96 3.571 3.638 3.656 
0.94 3.569 3.633 3.649 
0.92 3.564 3.624 3.640 
0.90 3.559 3.615 3.629 

 
Table 2. Predicted MOS for different predictor orders 

Predictor order P Predicted MOS 
10 3.620 
12 3.658 
14 3.682 
16 3.706 
18 3.725 
20 3.745 

 
Table 3. Predicted MOS for different quantizers 

Quantizer αααα    
None Half-Rate Full-Rate 

1.00 3.519 3.219 3.366 
0.96 3.549 3.403 3.484 
0.92 3.543 3.454 3.505 
0.88 3.534 3.477 3.509 
0.84 - 3.481 3.507 
0.80 - 3.482 3.504 
0.76 - 3.482 3.499 
0.72 - 3.480 3.494 

 
 
the equalized outputs for the three cases are better by 0.121, 
0.054, and 0.081 respectively.  Clearly, the lower the quanti-
zation error, the better is the equalizer performance. 

To qualitatively illustrate the function of the equalizer, 
Figure 4 shows the spectral plots of a voiced segment for the 
original input speech (solid line), the reconstructed speech 
(dotted line), and the equalized speech (dashed line) corre-
sponding to the situation in Table 3, col. 2 with α = 1.00.  
Notice the attenuation of the spectrum at higher frequencies 
for the reconstructed speech leading to the “muffling” effect.  
As can be seen, the equalizer clearly counteracts this effect. 

From the results presented above, it is seen that the 
equalizer has the potential to provide enhanced speech qual-
ity for low bit rate coders.  However, to take full advantage 
of the equalizer, i) the transmitted short-term predictor pa-
rameters should be of high quality, i.e., should have low 
quantization error (see the results in Table 3, columns 2-4), 
and ii) the LP analysis window should match the OLA analy-
sis window as much as possible (compare the results in Table 
1, col. 2 with the results in Table 3, col. 2).  This means that 
the use of the equalizer has to be taken into consideration at 
the design stage of the speech coder itself so that appropriate 
choice for the speech coder frame length, LP analysis win-
dow (type and length), and the quantizer for the short-term  
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Figure 4.  Spectral plots of a voiced segment for 
(a) input speech (solid line), (b) reconstructed 
speech (dotted line), and (c) equalized speech 
(dashed line) 

 
predictor parameters can be made.  It is also seen that the 
further away the transmitted short-term predictor parameters 
are from the ideal (unquantized) values and the LP analysis 
window from the ideal OLA analysis window, the lower the 
value of α (bandwidth widening parameter) at which the best 
equalizer performance is achieved. 

4. CONCLUSIONS 

In the context of low bit rate analysis-by-synthesis speech 
coders, an adaptive equalizer to enhance the quality of the 
reconstructed speech was described.  The equalizer makes 
use of the short-term predictor parameters normally transmit-
ted from the speech encoder to the decoder to impose the 
overall frequency characteristics of the input speech onto the 
reconstructed speech.  Thus, the use of the equalizer does not 
entail additional bit rate.  Design steps for the equalizer were 
presented and its implementation details were discussed. 
Using an ITU recommended voice quality tool (PESQ) and 
the EVRC operating at 4000 bps, the performance of the 
equalizer was evaluated under different conditions.  The re-
sults show that the equalizer has the potential to enhance the 
quality of reconstructed speech in low bit rate coders.  How-

ever, to take full advantage of the equalizer, the speech coder 
design has to be modified appropriately with proper choice of 
the speech coder frame length, LP analysis window, and 
quantizer for the short-term predictor parameters. Future 
work will include studying and evaluating the equalizer with 
other low bit rate coders, subjective evaluation tests, use of 
OLA analysis windows with smaller amount of overlap, i.e., 
less than 50%, and the design of a new low bit rate speech 
coder that incorporates the equalizer. 
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