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ABSTRACT

The new fully integer processing of the waveleteseh
compression enables very fast application and thaan be
very useful for application in real-time systembeTmost
important property of this concept seems to bepthesibil-
ity of simple and fast application into FPGA chifhe new
Fast Integer Arithmetic Wavelet Transform (FIAWah de

pared with a standard DWT application. Anyway it dee
further simplified and sped-up in case of the irtegersion
of the transform.

The standard wavelet transform which maps inteteis-
tegers [1,4] uses floating-point processing witlagmound-
ing on every lifting stage. The equations below2Iand 3
show the integer lifting algorithm while figure haws the

a very useful tool to compute DWT (and non-decichate@PPlication scheme.

DWT) for the time-restricted systems (real-timeadatoc-
essing) e.g. Data Acquisition (DAQ) systems witlvaave-
form recorder. In this paper the authors show sompor-

tant aspects of FIAWT. The application example redictipn:
(FPGA/DSP) in the ICARUSDAQ system for compression JPdate:

with signal recognition is included as part of tipaper.

1 INTRODUCTION

Standard application of Wavelet Transform which pma
integers to integers, uses floating-point arithmeiith smart
rounding to compute the transform [1,7]. This oftaeans
redundant processing which requires very complitptec-
essing architecture and so it is very time-consgmMost
of the processing stages can be omitted or siraglifising
an adaptation to the integer arithmetic procesdimgmost
cases it is possible to apply the transform usinlyg mteger
addition and bit shifting operations. This can Hesuultra-
fast processing especially when implemented intGAP
(the bit shift arithmetic does not require any iiddal
logic). The application of this FIAWT is currentiy phase
of testing in the ICARUS DAQ system and shows \ggd
compression quality and processing efficiency ia #eat-
tered multi processing unit environment. The ndgp g0
increase the overall efficiency is foreseen asvgiémenta-
tion of this scheme to the multi channel signalhwiime
division and wavelet-domain time windowing (“zerkips
ping” algorithm) of oversampled DWT which is curtigrin
the phase of designing and testing.

2. WAVELET TRANSFORM WHICH MAPS
INTEGERSTO INTEGERS

The lifting scheme [7] is considered to be an &fit im-
plementation of filtering operations at each lewben com-
puting a discrete wavelet transform. This is truemwcom-

Splitting: S Sty So) Q)
d.1 = Si) — floor(P{ §)}+0.5) (2)
S-1 = Sie) * floor(U{ dj1}+0.5) 3)

where: floor means rounding down to integer (dnatthe
fractional part of data)

This standard algorithm can be computationally ficieht
and often requires a very fast floating point pesieg unit
to apply in the real-time. The floating-point opéas are
very “hardware-consuming” and considerably slow mhe
applied in FPGA or VLSI chip.

The whole algorithm can be implemented using omigger
arithmetic - every floating-point division can keptaced by
bit shifting and the rounding stage is omitted. ciertain
cases of DWT (i.e. linear prediction), the wholgaaithm
can be applied using only a few integer processipgra-
tions and thus ultra-fast processing can be actiie@f
course in this case a nonlinear transform is obthibut in
any case integer version of WT is nonlinear [1 Adlyway,
it is possible to find a transform which can bereveore
complicated when applied in FIAWT, in comparisorthwi
standard floating-point arithmetic.

This approach can be the fastest application obthWd and
can be also easily implemented in VLSI or FPGA chip
Complex floating-point multiplication and smart raling to
integers can be replaced by simple and fast bishiffing
and integer adding.

3. FAST INTEGERARITHMETIC WAVELET
TRANSFORM

It is intuitively clear that every rational numbieom 0O to 1
can be well approximated by weighing sum of theatigg
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powers of two, e. g. this is the concept of fimwal arith- small constant value. This “constant value” depemighe

metic of DSP processors: shifting order — and equals:
k _ ¥ (1) . Const,,, = 052" 5
¢, ===YalZ|, KION" ksl (@ batce - ()
| ~ 2 where: N — order of the shifting stage
where: M - number of bits for approximation (maximu Itis easy to see that it_ is possible to use theesshifters
order of the shifting stage in the FIAWT algorithm) N Several “SMART Bit shift & add” blocks as welsaon-
a, {0 ,1}; stant value adders — see fig. 4. This approacisicgplify the

whole algorithm and its application, and thus redtltard-

According to equation 4 , every floating-point npllt ) :
J ; y gp l ware-consumption” and increase overall speed.

cation by DWT filter coefficient (from 0 to 1) wittounding
can be computed as a sum of binary shifted datafige3
and 4). Depending on the coefficient value or axipnation S SMART Bit shift & add@®__4
quality a transform more or less complicated ipliaption
can be obtained. One of the easiest to apply isdtiRredic-

L

tion Interpolating Wavelet Transform - biorthogb(&2) - =
see fig. 4. —
This transform has been applied to the ICARUS DAQ SMART Bit shift &add@#r —&F S out
system and all the compression results were olotavith —
this ultra fast and simple transform [8]. The cgicghowed 21

in fig. 3 is easy to simplify (figure 4 shows holetspecific
transform can be simplified). The whole transfoy2] can
be computed using only four integer adding bloaks awvo
bit shifters. In the same way most of the transkwan be SMART Bit shift & add-
simplified, although it is possible to obtain a exste more
complicated in application, especially for the lEglorder Figure 2 - FIAWT implementation of the predictiomaupdate
transform which uses high precision coefficientgpfessed filters for the integer transform

by large number of bits).

Analysis Synthesis

Sin —— Bit shift —»

Bit shift —#» —» Sout

Rounding s | X o
0 out A’éH Bit shift —»

(b) Const ™

Figure 1 - Lifting scheme application (a) and inmpéntation of the l .
standard prediction and update filters for thegateransform (b) Sin I ’C) > Bit shift —+— > Sou

According to the equations 2 and 3, the smart rimgnd
to integers should be done by adding the constduéeequal z!
0.5 before omitting the fractional part of the nambrhis
approach enables rounding in the correct way.
This is also important when bit shifting is usedhis Figure 4 - Predictor (shift by one bit, constaritieeequal to 1)

shifting is also some kind of rounding so the attrreay isto ~ and update block (shift by two bits, constant vaigeal to 2) for
shift right data which is “smooth shifted left” laglding the the linear prediction biorthogonal (2,2) and reedsi®r(2,2)
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Figure 5 - 2-D compression views of the ICARUSHeite 2 (220MB compressed to 3.5MB) — compies for this plane 42.50 tim
Upper - original file, lower - processed file.

P3 corresponds to th,, — particle energy deposit and has
4. COMPRESSION RESULTS been reconstructed with high accuracy (1,2% mesan tor
CR=30); parameters P®)(and P4 §) have been obtained
as the Landau distribution fitting parameters ame af
much lower importance [9].

The initial state simulations were done in the lslla@ envi-
ronment. Compression results were obtained by ¢heofs
programs written in the Matlab environment and them-
piled to C++ by the Matlab Compilerand finally via C++
data analysis program called Qstavith the compression
interface. This application is designed for proo&sshe
ICARUS [9] [10] raw data filed*

Figures 5 and 6 show “the subjective compressio
quality” (views of hard to compress event 959 aiddi us-
ing the Qscahprogram) which can be considered to be ver
high while the compression factor is also high 78)- Two
dimensional image-like views (fig. 5) show almost df-
ference, small differences between the original aooh-
pressed signal can be seen on the one dimensiewalsee
fig. 6). This “subjective quality” remains good alfor the
higher compression ratios while the real qualitgrdelation
results during extraction of the physical paransefesm the Figure 6 - 1-D compression view — current wirdX¥ertical
data — for details see figure 7. The most impompanameter scan) CR =30.2
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Compression ratio and enegy deposit reconstruction error

—— mean CR
—— P2 mean error [%)]
—2— P3 mean error [%)]

P4 mean error [%]
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Compression parameter (modified threshold)

Figure 7 — Compression quality: Compression ratio degrada-
tion of the Landau distribution fitting paramet@Ps — energy
deposit of particle)

5. FIAWT FPGA IMPLEMENTATION

The real-time compression application is based IGWWH

(bior(2,2)) and thresholding technique with faginsil recog-
nition based on oversampled FIAWT (rbio(2,2)) [8],bp-
plied in the FPGA.

The FPGA DWT application is based on VHDL behav-

iour description of the DWT block shown in figurdanaly-
sis block) and figure 4 (simple filter).
The module input and output signals are descriledaib

— | Datain pDWT S —»
— »{ DinRDY D —— »
—» CLK DataOWACK |———
— | RESET

Figure 8 —Input and output signals description

The DWT module operates in a synchronous way, and

fully implements digital signal analysis block shom fig-
ure 1 with one data input, two data outputs (bottsfand D
signals), system clock and reset signals and additiwo
control signals (used for data synchronization).

Data input (as well as data asserted to S output) ibit
wide and is interpreted by the device as an undiguenber.
Data output "D" (detail) is a 10 bit signed numfidre con-
trol signals DINRDY and DataoutACK take part inalflow
process: input data is accepted when DinRDY is Hi&H
the rising edge of the system clock. DataOutACKcfiom is
to provide information to the other devices (néags DWT)
connected to this module when the results are ready

The whole device is controlled by a simple Finitat&
Machine (FSM), whose main tasks are to gather dielis-
ered to the device input, assert results on thputaitand
read/assert control signals. Its functional diagianshown
above (fig. 9). The FSM waits until two data sarapéee

delivered to the device input, then it activategharetic
modules which are responsible for the algorithmlémgzn-
tation (FSM implements “mirror extension” by doutglithe
first input sample), then asserts calculation tesaihd con-
trol signals to theirs outputs.

’ POWER ON

module reset

Figure 9 — Control module flow diagram

Before the device is ready to accept new data (fmext
samples) a three clock cycles delay is requiredaffithmetic
modules and FSM). This three clock cycles delayditimm
was met by assuming that the device clock is &t ldaee
times faster than the input data clock.

DATA [
S ™S o
A
Din s
2 J_’DOut
A .
ontrol —PCS‘OTE)IS
S — Control (FSM) -

Figure 10 — Simplified post-synthesis device scitam

The simplified post-synthesis schematic is showfigin
ure 10. The P and U filter, data buffers and me@MFare
clearly visible as separate modules. Every singli®ma, such
as latching data into input buffers, activatingrid & filters,
adders and intermediary buffers, is initiated byted sig-
nals delivered from FSM module. The filter schematin be
compared with its functional description shownigufe 4 to
see how each processing step was implemented:ethg d
module shown in figure 4 was implemented as a sihgffer
with a multiplexer box, and data shifting as a serius re-
routing with a sign extension.
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The synthesized project was implemented into tlee sp[2]
cific FPGA device - Xilinx XC3S1500FG456-4 (speadde
4 - 3,328CLBs). The final FPGA design consists ighe
stage DWT (bior (2,2)) and six stage simplified eenpled [3]
DWT (rbio (2,2)) used for data recognition in eawfhthe
sixteen data channels sampled at 2,5MHz (multiplerto
40 MHz data stream) [10]. Each DWT stage resuhettie  [4]
utilization of 54 slices (4 slices = 1 CLB) and boperate
at frequencies up to 50MHz. The test project (wltichsists
of simple DWT stage module and additional test nteydu
was able to operate at frequencies up to 75 MHz [5]

6. CONCLUSIONS

The new fully integer processing of the waveletesol [6]
compression enables a very fast application ans ithcan

be very useful in the application in real-time syss. The 7]
most important property of this concept is thesimbty of

a simple and fast application into FPGA or ASICpchintil

now the online compression has been applied ingiatie i8]
DAQ system only for testing purposes. The finalleagtion

is foreseen in scattered multiprocessing units DekEhitec-

ture in mixed TI-DSP/Xilinx-FPGA system.
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1 ICARUS (Imaging Cosmic And Rare Underground Sighi one of the biggest experiments in the nugegsics — for details see www

pages athttp://www.aquila.infn.it/icarus/

2 |ICARUS packet raw data files consist mostly of da¢éa packets of 16 channels 4096 samples 164tits @he whole event file is more

than 220MB of data (over 13000 channels).

3 Qscan is a C++ Qt based application written byRTIS collaboration for offline data viewing, anahgiand processing.
For ICARUS collaboration members see L'Aquila pagekttp://www.aquila.infn.it/icarus/




