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ABSTRACT 

This paper describes a network adaptive real-time demonstrator 
for converged applications (audio, video, voice, and data) on an 
IEEE802.11g Wireless Home Network. Video transmission qual-
ity is optimised by dynamically adapting the source video bit-rate 
to a real-time estimate of the available bandwidth on the wireless 
network and by introducing data redundancy to recover packet 
losses (Forward Error Correction). Video adaptation is done by 
DCT-domain video transcoding algorithms performed in real-
time on a digital signal processor. 
Voice over Internet Protocol (VoIP) services are offered manag-
ing the coexistence of 802.11g terminals and Bluetooth headsets. 
Audio time-scale modification and adaptive playout algorithms 
enable robust and high quality interactive voice communications 
minimizing the effect of packet losses and jitter typical of wireless 
scenarios. All devices can share and remotely control content via 
Universal Plug and Play (UPnP). 

1. INTRODUCTION 

Improvements in wireless technologies are enabling scenarios 
where low-cost home devices are connected together. Content is 
easily accessed regardless of the physical place where it is stored. 
This will result in a large amount of data transmitted around the 
home among an increasing number of devices that share a common 
wireless medium.  
In this scenario key requirements include: 1) ease-of-use, to hide all 
the installation, configuration and interoperability issues; 2) end-
user Quality of Service provision. 
The first need has been successfully addressed by company consor-
tia that develop protocols to share multimedia content and to ease 
network setup. Universal Plug and Play Forum [1] and Digital 
Living Network Alliance [2] are becoming the de facto standards to 
develop home networking solutions. 
Instead, QoS provision is still the most challenging problem in 
wireless multimedia distribution. Even if latest WLAN solutions 
offer high bandwidth, there are still problems related to interfer-
ence, multipath fading and mobility that result in high (and vari-
able) bit error rate and in variable bandwidth. New WLAN stan-
dards, such as IEEE 802.11e and the upcoming IEEE 802.11n, try 
to mitigate the problem providing additional services that help 
introducing QoS support, but this solution is not sufficient in situa-
tions with highly time-varying conditions. Moreover it will take 
some time before 802.11e/n devices will appear on the market. 
In order to reach the goal of providing high level final user experi-
ence it is necessary to design multimedia applications that can cope 
with wireless transmission impairments. The main problems that 
applications should consider are: 

• data losses. Real time/multimedia communication is usually 
based on unreliable transport protocol, like UDP, and the de-
lay introduced by retransmissions of lost packets could be un-
acceptable for multimedia applications. UDP over 802.11 
MAC can cause packet losses at the receiver, because MAC 
implementations discard the whole packets in presence of er-
rors. The 802.11 MAC implements an ARQ mechanism 
(automatic repeat request) in presence of frame errors, but the 
number of retries is limited and hence there is not guarantee of 
correct frame delivery.  

• bandwidth fluctuation, the presence of packet delivery errors 
causes the available wireless bandwidth  to change over time. 
This is a consequence of retransmissions at MAC level as well 
PHY data rate adaptation scheme, usually implemented in 
WLAN devices to improve transmission robustness. 

Many techniques have been proposed to solve these problems, an 
overview is provided in [3]. In this paper we do not provide an 
exhaustive overview, but we concentrate on the ones we consider 
more relevant and that we implemented and tested.  
The rest of the document is organized as follows: in the next sec-
tion a wireless home network (WHN) demonstrator is described, 
which applies optimisation algorithms discussed in section 3. In 
section 3.5 a way to co-ordinate such optimisation algorithms 
through an intelligent module called Cross-Layer-Controller (CLC) 
is provided.  Conclusions are drawn in section 0. 

2. DEMONSTRATOR 

In Figure 1 the setup of a WHN demonstrator is depicted, where 
some of the algorithms further described in Section 3 were tested. 
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Figure 1: Demonstrator scenario. 
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Three Set-Top Boxes (based on the STm8000 programmable Sys-
tem-on-Chip) share audiovisual content through an IEEE 802.11g 
Wireless LAN using the UPnP protocol for signalling. As band-
width available for A/V streaming varies with time, Dynamic Rate 
Shaper (DRS) transcoding is applied in the streaming server con-
trolled by a CLC module. DRS parameters are set by CLC accord-
ing to the buffer occupancy level behaviour of WLAN transmission 
queues. The server is able to support concurrent multiple multime-
dia stream delivery (one of which transcoded) and to dynamically 
insert an application-level Forward Error Correction (FEC) stream 
to protect individual multimedia flows. The traffic generated by two 
streaming servers is such that the WHN may be close to congestion. 
In the same environment, a Nomadik™ STn8810 based mobile 
phone runs a Voice-over-IP application using the low-power 
STLC4370 WLAN chipset and sending voice to a Bluetooth head-
set, via STLC2500 module. Bluetooth and WLAN transceivers are 
coordinated through a dedicated hardware interface for operation on 
single-antenna low-cost devices. Audio Adaptive Playout (AAP) is 
used to improve robustness of the VoIP call. 
The mobile phone also features a UPnP control point that allows 
managing other devices in the home network. For example, the 
mobile phone may select the server, the content and renderer for an 
A/V streaming session in the WHN. 

3. ALGORITHMS 

3.1 Video Transcoding 

An efficient way to face bandwidth fluctuation is to adapt the en-
coding multimedia data rate according to the estimated available 
bandwidth. There are several ways in which the data rate of an 
encoded data stream can be reduced, depending on the way the 
stream is encoded. The solution we introduce in this section is a 
transcoder able to dynamically change the data rate of an encoded 
video stream. Our DRS transcoder works on MPEG-2 data streams 
(MPEG-2 to MPEG-2) and has the following features: 
• Bitrate change: it allows decreasing the incoming bitrate of a 

compressed stream by requantizing in the DCT domain the co-
efficients to achieve a defined output rate.  

• Frame rate change: it allows reducing the incoming frame 
rate of a compressed stream by dropping B frames. This is 
done in the compressed domain by header parsing, and just 
dropping the bits representing B frames selected for decima-
tion.  

• Frame size change: it allows reducing to 1:4 the image resolu-
tion (by reducing to 1:2 both horizontal and vertical resolu-
tions). The prediction error downsampling is always done into 
the DCT domain, in order to reduce the requirements in term of 
memory buffers. The bitstream reshaping can be done both in 
DCT or pixel domains.  In particular, the prediction error 
downsampling works by cropping the lower frequency 4x4 co-
efficients of each block of a macroblock, and fusing them to-
gether into a single new 8x8 DCT block. 

• An automatic algorithm is able to optimally select among 
quantization increase, frame rate or size reduction, given a tar-
get bitrate, in order to achieve the best possible visual quality 
of the transcoded stream 

The DRS has an advantage in comparison to the classical decod-
ing/encoding chain also in terms of quality. Since motion vectors 
are computed from the original encoder on high quality images, the 
effect of errors and noise that can reduce performances of motion 
estimation on decoded images is eliminated. The transcoder has 
advantages in term of memory size and bandwidth (no frame buff-
ers at all), in term of computation (motion estimation and compen-
sation are not necessary) but also in term of quality of the final 

result. In Figure 2 it is possible to see the PSNR measure for luma 
channel of the full chain (coding – decoding – re-encoding [Co-
Dec-Rec]) in blue and the PSNR for our transcoder in red. The 
sequence under test is the well known “Mobile&Calendar” 
transcoded from 7 to 4 Mbit/s. The red line is above or equal to the 
blue line but our DRS is an order of magnitude less complex com-
pared to decoding and re-encoding. The green line represents DRS 
performance with dithering algorithm turned on. This special quan-
tizer gives us a benefit in terms of quality as the green line is the 
PSNR for luma & chroma when the sequence “calendar” is 
transcoded using this option. The green line is often above the red 
line, classical linear re-quantizer is used. 

 

Figure 2: DRS performance. 

3.2 Application Level FEC 

FEC schemes have been proposed by many researchers to make 
applications more resilient to packet losses [4]. FEC techniques 
rely on the transmission of redundant information from which lost 
packets can be recovered; this approach reduces the packet loss 
recovery time compared to ARQ schemes. 
The FEC encoder works on the sender side and generates a new 
block of n packets from a block of k data (or source) packets,, 
where (n-k) FEC redundant (or parity) packets are transmitted. On 
the receiver side a FEC decoder recovers lost data packets using 
both received data and parity packets. 
In our implementation, we have integrated and we can alternatively 
use two FEC codecs: Reed-Solomon (RS) and Low Density Parity 
Check (LDPC). Some of the most interesting features of FEC 
schemes are the following: 

• FEC encoding provides great advantages in terms of protection 
of data to losses over the network: the correct reception of at 
least k packets (data or FEC) of the n sent, is enough to recon-
struct, at client side, all the k data packets (this is always true 
for RS codec, while LDPC may require the reception of more 
than k packets to recover k data packets). 

• No delay is introduced in the encoding phase. Data packets are 
sent over the network, buffered and used by the FEC codec. 

• FEC packets can be easily discarded by clients that do not sup-
port FEC decoding. For example using RTP encapsulation, 
FEC RTP packets can be recognized by the RTP payload type 
and can be sent in two ways: together with data packets or over 
a different connection as an enhancement layer. In both cases it 
is very simple to discard FEC packets, in the first case RTP cli-
ent should discard the packet with a payload type that does not 
recognize, in the later the connection is not opened at all. 

The aspects that must be carefully considered are:  
• FEC decoding process introduces some delay when data losses 

occur. The delay must fit application requirements. 
• The FEC encoding/decoding introduces some overhead in 

computation that must be kept as low as possible. It is very im-
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portant to use efficient codecs, LDPC codecs are very satisfac-
tory from this point of view. 

• FEC redundancy can waste network resources if it is not tuned 
according to network conditions 

The best way to introduce FEC without wasting network resources 
is to dynamically introduce redundancy according to the current 
link conditions. We propose a decision module that computes the n 
and k parameters according to: the maximum delay the application 
can tolerate and the wireless packet error rate (PER), see section 
3.5. FEC recovery results using the described approach are shown 
in Figure 3. 

 

Figure 3: FEC recovery example: the loss rate after recovery 
(Residual application PER, violet line) is always less than the 
actual loss rate experienced on the WLAN (blue line), thanks to 
FEC redundancy added to the stream (yellow line). FEC redun-
dancy is dynamically tuned according to the past history of the 
WLAN loss rate, to save network bandwidth. 

3.3 Wireless perceptual ARQ 

The standard IEEE802.11 WLAN architecture includes an ARQ 
mechanism which operates at the MAC level by retransmitting 
corrupted packets regardless of their relevance to a specific appli-
cation. While this mechanism is satisfactory for homogeneous 
traffic, such as data traffic, multimedia streams present packets 
with specific characteristics: highly non-uniform perceptual impor-
tance and strong time sensitivity. One or both aspects are usually 
considered by most multimedia specific ARQ techniques. 
The Soft ARQ proposal, for instance, uses the time deadline of 
each packet to avoid retransmitting late data that would not be 
useful at the decoder, thus saving bandwidth. Variants of the Soft 
ARQ technique have been developed for layered coding [5]. Other 
techniques exploit the different perceptual importance of the syntax 
elements contained in a compressed multimedia bit stream by 
means of a prioritization mechanism [6][7]. 
We developed a perceptual ARQ scheme (WP-ARQ) [8], imple-
mented at the application level, which exploits information about 
the perceptual  and the temporal importance of each packet. In our 
proposal, a set of retransmission opportunities is determined to 
allow the algorithm to re-transmit unacknowledged packets accord-
ing to their priority. Each packet's priority is computed by combin-
ing perceptual importance (evaluated using the analysis-by-
synthesis technique [9]) and maximum delay constraint. Compared 
to the standard 802.11 MAC-layer ARQ scheme, the proposed 
technique delivers higher perceptual quality because it retransmits 
only the most perceptually important packets.  
The impact of a number of parameters on the WP-ARQ algorithm 
has been considered. The amount of bandwidth allocated for re-
transmission purposes, for instance, influences the performance of 
the algorithm deeply. Better PSNR results can be achieved when 
more bandwidth is available; however, the gain is less pronounced 
when the maximum available retransmission bandwidth value is 
already high.  
We also introduced a parameter to weight the relative importance 
between perceptual and temporal information, thus prioritizing 

either the perceptual importance or the temporal importance of 
each packet. Study and simulations showed that, when the network 
load is low, the packets with more temporal importance should be 
privileged. When the network is congested, more perceptually im-
portant packets should be privileged. However, the optimal operat-
ing point depends on the characteristics of the sequence. For a 
static sequence the number of packets with a high perceptual im-
portance is very limited, therefore the best strategy is always to 
privilege the perceptually important packets. 
Results showed that in low congestion scenarios the pro-posed 
method has limited gain over the standard 802.11 ARQ mecha-
nism, because the MAC level ARQ is more aggressive. 
On the other hand, when congestion increases, our proposed 
method consistently outperforms the standard ARQ mechanism, 
delivering PSNR gains up to 10 dB, as well as very low transmis-
sion delay and limited impact on concurrent traffic. 

 

Figure 3: Performance comparison, in terms of PSNR, between 
standard 802.11 ARQ (green) and WP-ARQ (red) over a 
36Mb/s Wireless LAN. 

3.4 Multiple description 

Another way to increase error resilience is to use Multiple Descrip-
tion coding (MD) [13][14]. The goal of MD is to create several 
independent descriptions which are independent of each other. 
Descriptions can have the same importance (as for balanced MD) 
or they can have different importance (as for unbalanced MD). 
They can be decoded independently or jointly. The more descrip-
tions decoded, the higher the output quality. Error resilience comes 
from the fact that it is unlikely to have the same portion of data 
corrupted in every description. 
The simplest way to create multiple descriptions by using an exist-
ing video codec is to work in the data domain [15][16][17]. Descrip-
tions are created in a pre-processing stage; then, they can be inde-
pendently encoded, transmitted and decoded; finally successfully 
received and decoded descriptions are merged in a post-processing 
stage. As an example, two descriptions can be created by separating 
odd and even lines. Variable bandwidth/throughput can be easily 
managed by transmitting a suitable number of descriptions. No 
transcoding is needed to match the channel capacity. MD can also 
exploit path diversity. Of course, coding efficiency is somewhat 
reduced because pixels are less correlated and bitstream syntax is 
replicated in each description.  However, any technique that intro-
duces scalability or error resilience does reduce coding efficiency 
[18]. Main MD applications are summarized below: 
• Divide-et-impera approach for HDTV distribution: HDTV se-

quences can be split into four SDTV descriptions; no custom 
high-bandwidth h/w is required. 

• Adaptation to varying bandwidth: the base station can simply drop 
descriptions; more users can be easily served, and no transcoding 
process is needed.  

• Adaptation to low resolution/memory/power: mobiles decode as 
many descriptions as they can, based on their display size, avail-
able memory, processor speed, and battery level. 
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• Easy picture-in-picture: with the classical solution, a second full-
decoding is needed plus downsizing; with MD, it is sufficient to 
decode one description and paste it on the display. 

 

Figure 4: Comparison of MD (4 descriptions) and the usual 
single description transmitted over an error prone channel, 
before and after error concealment. Same aggregate bitrate, 
same average packet size. 

ARQ and FEC can be used in conjunction with MD. The protection 
level of a given description should match its importance, a technique 
commonly known as Unequal Error Protection (UEP) and usually 
applied to Layered Coding. UEP can be used even in case of equally 
important descriptions (balanced MD). In fact, armoring only one 
description may be more effective than trying to protect all descrip-
tions. 
MD has been benchmarked against Reed-Solomon application layer 
FEC [18]. Results indicate that FEC is preferable when its correc-
tion capability is not exceed, hence for low packet loss rates. On the 
opposite MD is preferable for medium to high packet loss rates. In 
the latter case MD yields a higher PSNR with lower variance. 

3.5 Cross-Layer Controller 

The optimisation techniques presented in the previous sections 
usually have an optimal operating point, which depends on the 
wireless network state. For example, using FEC is an unnecessary 
waste of bandwidth when the link is good. Also, when WP-ARQ 
outperforms MAC layer ARQ, it may be worth reducing the maxi-
mum number of MAC retransmissions to reduce offered traffic. 
Cross-layer optimisation refers to application-specific tuning of 
parameters at different layers of the protocol stack. For multimedia 
transmission over wireless the “radio with knobs” ([20]) concept 
can be used. In particular, a software entity is introduced, named 
Cross-Layer Controller (CLC), which collects measurements of 
streaming environment and consequently sets parameters of the 
WLAN MAC and PHY layers, and decide the optimal bitrate for 
video and FEC data  (see Figure 5). 
The implemented algorithm is quite simple and does perform very 
light processing (no relevant computation is required): as the meas-
ured size of the transmission queue overcomes a given threshold, 
the CLC selects a new bitrate value for the video stream, among a 
discrete interval of preset values, corresponding to different video 
quality levels. The selected value, increased by the amount of FEC 
data, must not overcome the measured available bandwidth. The 
amount of FEC data is computed as the measured PER plus a fixed 
margin (to face possible increases of losses in the near future). 
A key enabler for CLC - from an implementation perspective - is the 
Application Programmer’s Interface to collect wireless link statistics 
and set parameters at different layers of the stack. In this field, a 
Universal Link Layer API to control wireless links is being investi-
gated [21], which provides abstraction of different link-layer tech-
nologies, with statistics querying and asynchronous notification 

capabilities. It is worth noting that CLC is only trying to apply adap-
tation on a long-term time scale. 
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Figure 5: The position of the CLC in the protocol stack. 

3.6 Robust decoding – Error concealment 

It is often useful to jointly optimize the parameters of the source 
and channel encoders. In the case of multimedia communications 
this means exploiting the error resiliency that can be embedded in 
compressed bitstreams rather than blindly using complex 
ARQ/FEC schemes. 
For the case of hybrid video coders like MPEG-2 or H.264 it is 
possible to increase the error resiliency by using one or more of 
the following techniques: using more frequent intra pictures or a 
suitable macroblock intra refresh policy to reset the motion predic-
tion loop and stop error propagation; more slices per picture to 
reset differential motion vector and DC transform coefficient cod-
ing; flexible macroblock order (FMO) and/or asynchronous slice 
order (ASO) so that a burst of errors result in scattered losses in 
the picture, making it easier to conceal losses; using interleaved 
multiframe prediction policies to reduce dependency among pic-
tures; encoding concealment motion vectors or redundant slices 
(with a coarser quantization step) used as a replacement to conceal 
losses; using an error resilient entropy coding scheme (EREC), 
reversible variable length codes (RVLS) or more sync markers to 
limit the effect of errors on the compressed bitstream. 
A robust decoder should be able to detect and skip bit-stream er-
rors exploiting the knowledge of the syntax [19]. For the case of 
H.264 decoders, every parameter in the bit-stream has a well de-
fined range, every violation indicates an error. As an example, the 
frame number is a crucial parameter for correct decoding, display 
process and frame loss detection; it can be checked against the 
expected range. As another example, a certain number of parame-
ters is in-variant in slice headers. Therefore errors in slice headers 
are not only detectable but they can even be corrected.  
A robust decoder should also be able to conceal missing data ex-
ploiting the spatial/temporal correlation of the video source [22]. 
Standard techniques are: maximally smooth spatial interpolation; 
motion compensated copy from temporally adjacent frames where 
motion vectors are computed based on neighboring data (motion 
vectors or pixels); an adaptive selection of these methods based on 
motion content and on scene change detection: static or low-
motion frames are concealed using the temporal algorithm, high-
motion frames or scene changes are concealed using the spatial 
algorithm. The loss of one or more whole frames can also be con-
cealed using sophisticated algorithms [23].  

3.7 Adaptive Audio Playout 

One of the major challenges for reliable and high quality interac-
tive VoIP services over an 802.11g wireless network is the high 
variability of the delays (jitter) experienced by audio frames sent 
through the wireless network and the backbone.  To protect the 
system against random delays that may cause silence gaps and 
playout errors , a buffer with limited capacity is used at the receiver 

14th European Signal Processing Conference (EUSIPCO 2006), Florence, Italy, September 4-8, 2006, copyright by EURASIP



to smooth out the delay variations of received packets. The robust-
ness of the system is thus increased at the expenses of a higher end-
to-end delay and reduced interactivity. 
To optimise the trade-off between robustness and interactivity we 
provided this demonstrator with an adaptive audio playout (AAP) 
algorithm that adaptively adjusts the playout buffering in order to 
keep the delay as small as possible, while at the same time main-
taining robustness against losses due to the arrival of packets after 
their playout time threshold. To improve the performance of the 
algorithm playout adjustments are not only performed during si-
lence periods (as in [10]), but also during active speech periods. 
The continuous output of high quality audio is assured by scaling 
the audio frames using the WSOLA time-scale modification tech-
nique that can change the frame duration without altering the fre-
quency content [11]. 
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Figure 7: Adaptive audio playout example.  

Dynamic adaptation of the playout delay is achieved by varying the 
playout speed of audio frames depending on the channel conditions  
[12]. That is, playing the media slowly when the buffer occupancy 
is below a desired level and playing faster then real-time when the 
channel conditions are good in order to eliminate excessive latency 
accumulated during bad channel periods. As shown in Figure 7, for 
each frame, the adaptive playout scheduler estimates the expected 
delay of the next frame (green line). If required, the buffering delay 
may be modified by scaling the duration of the current frame by a 
given factor (blue), so that the total delay experienced by the audio 
packets (black) may closely follow the network delay (red). 
Besides its use to enable adaptive playout buffering, we have also 
employed the audio time-scaling technique as a packet loss con-
cealment scheme. Instead of repeating the last received frame, 
improved audio quality is obtained by stretching the neighbouring 
frames to fill the gap corresponding to lost frames. 

4. CONCLUSIONS 

In this paper, we have analysed how multimedia sessions in a wire-
less home network can be managed so that typical impairments are 
mitigated and the resulting user experience is maximised. Out of the 
possible algorithms to improve robustness against packet losses and 
jitter, we have tested a few of them in a real-time demonstrator, 
where measurements could be collected in realistic situations. 
In our experience matching computational cost of optimisation algo-
rithms with benefits in terms of perceptual quality improvement is a 
tough task, which requires extensive experimentation in real-world 
scenarios.  
A cross-layer approach based on the joint optimisation of parame-
ters at different layers of the protocol stack (from the application 
down to the physical layer) is already viable with today’s technol-
ogy and provides measurable advantages. Our prototype uses a CLC 
software module to activate the proper optimisation algorithms in a 
coordinated way, depending on application needs. 
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