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ABSTRACT

In our paper we introduce comprehensive solution for pro:
cessing and archiving information about artwork specimen
used in the course of art restoratioNephele The infor-
mation processing based on image data is used in the proc
dure of identification of pigment and binder presentin thie ar
work, which is very important issue for restorers. Propose
approach geometrically aligns images of microscopic eross
sections of artwork color layers - image registration mdtho
based ommutual information and then creates preliminary
color layer segmentation - modifiddmeans clusteringThe
archiving part of theNepheleenables creating database en- (a) Visible spectrum (VS) image
tries for painting materials research database, theingégr
and creating text-based queries. In addition to these-trad
tional database functions, advanced report retrieval fis su
ported; based on the similarity of image data, comparing
either the ultraviolet and visual spectra images (using
occurence matriceand color similarity functiony, or the
electron microscopy images (using features computed fro
thewavelet decompositioof the data).

1. INTRODUCTION

Nowadays restorers of historical fine art make use of mod
ern equipment and methods to study and restore damaged
artworks. They often exploit various software preproaegsi

to achieve better input data for further analyzes of the re-. ] . . L
stored artwork specimens. One of the information source§'9ureé 1: The images of the artwork specimen in visible (a)

for restorers is painting materials research, which hegprth nd ultraviolet (b) spectra. The single color layers areaapp

to choose the proper materials for the very restorationhEacE"t: especially on the VS (a) image.

painting materials analysis is precisely described in tnenf

of the report, which contains general information about the

artwork and description and results of analyzes which wer&ayers is usually studied in visible spectrum (VS) (Fig.)1L(a

hold. Such reports can serve as a knowledge database fand in ultraviolet spectrum (UV) (Fig. 1(b)). Digital prepr

further restoration cases. cessing of the VS and UV images can help to achieve more
Image processing algorithms can play important role iraccurate conclusions. In the proposed system, a method for

both the analyzing as well as in the archiving part. As alyeadremoval of geometrical differences between VS and UV im-

mentioned, for the artwork restoration, one of the most im-ages is incorporated together with the creation of prekmin

portant issues is proper identification of pigments anddrisd color layer segmentation.

in color layers, where the layer is defined as consistent and For the archiving part oNephele our research concen-

distinguishable part of a painting profile. This helps to de+trated on enabling easy access to archived data. For such

termine the age of the used paints and their possible plagatabase of painting materials research reports, theupok-

of origin [1]. Stratigraphy (learning about layers) of colo of archived reports based only on the text information is of-

, _ ten not enough. The ability to fetch reports which describe
Reng:fcV&?][jke‘r"’f‘hsep&%}i'g’ssklg‘.’ofgg&’/éqesf;igt @f?ﬁ:ﬁgéﬁﬁ visually similar specimens/materials can increase thp-hel
Education of the Czech Republic under the projects No. MSM6aos3s,  fulness of the database. However, such a task is very difficul
No. 1M0572 (research center) and No. MSM6046144603. for a human operator without proper software help. We have

(b) Ultraviolet spectrum (UV)image
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Figure 3: Chessboard mosaic of registered VS and UV im-
ages from Fig. 1. The geometrical differences were removed.
The geometrical alignment is well apparent on the top border
line.

Figure 2: lllustrative example of the main window of the detected materials could be for example misused for creatio
Nepheleuser interface. The restored artwork is shown, to-Of falsifications).

gether with VS, UV and SEM images of one analyzed mi-

croscopic specimen. 3. IMAGE DATA PREPROCESSING

Proper identification of pigments and binders in color layer
is one of the most important issues of artwork restoration.

incorporated image-based retrieval methods into the deve : . S ! :
- ratigraphy is usually studied in VS and UV images (Fig. 1),
oped system. They are based on the feature descriptions Lerg thg L)J/V analys>i/s makes use of the Iumineg']scergcg D)if-

the specimen images. The co-occurence matrices, their cor¥¥— . . . :
P 9 erent materials have different luminescence, which cdm he

pressed representation, and color characteristics adeasse distinguish materials not resolvable otherwise (only inVS
features for VS and UV images. The secondary option offerz 9 yin.

; e ; ; : The analysis works with minute surface samples (0.3mm in
ing the possibility to exploit the specimen representabipn . i
means of scanning electron microscopy (SEM) (see Fig. iameter) from selected areas of the artwork. They are em

makes use of the wavelet decomposition of the image data edded in a polyester resin and grounded at a right angle to
N . . the surface plane to expose the layers. The VS and UV image
The proposed systeidephelds in general described in

, - - . . information is then combined and the final estimate of color
Section 2. Section 3 introduces the image preprocessing Pk, o horders is created, based on the image data and the ex-

of the system, consisting of the image registration module. : - : .
and ima)ée segmentatior?module. Tr?e cogtent—based ima&gner@ce of the experts (possm.le orde( and combination of
retrieval included inNephelewhich is able to fetch corre- atgﬂﬁlr?gf?r: es Frﬁgglg :;t(\ql\l/;i)srﬁ?o,r?rgr?)gee Snsotdh, ea\r/es éﬁ?'&'\/ im-
sé%%gg'{:‘% reports with visually similar data is described Inage pairs of the sample are often geometrically misaligned
' due to the manipulation errors etc. They can be mutually
shifted and rotated in the scanning plane and this diffexenc

2. SYSTEM NEPHELE has to be removed before the analysis to be able to compare

The Nephel tem is the datab tem f ini corresponding structures in the images. Up to now it was
eNepnelesysiem IS the database system for painting Mmag,ne manyally by an operator. The proposed image registra-
terials research reports, extended with the image pregsece

ing modules and the image retrieval facility. The reports detlon module of the system solves the spatial alignment of the

. L . image pairs.
scribe the whole process of the painting materials research gep

the artwork. A report contains general information abost th After the image rectification, the color layers can be esti-
K. ATep 9 . . " mated. The tedious manual process can be facilitated by im-
artwork, its author, and used art technique. The infornmatio

about each studied specimen from the artwork with its local29¢ segmentation methods. The segmentation module per-
ization is included, along with all undertaken analyzes an forms preliminary segmentation based on bOth-VS. and UV
their results togetﬁer with estimated color layers and use(iég?ngpelgi( ;?Si ngggﬂggo&gyp Enfg\ll\lllzggr:?sn toaftt'g: ;lse(?e\gsg/ry
'Sstgg\lj .imﬁglg'gisketg :]n;;geetsh:rﬁ]o'gflggjgl)(fm example VS(certain ma_terials cannot be neighbors, others are alveays t

' ’ C . gether). This is the topic of our further research.

The database model was created using dmdity-
relationship modein the cooperation with the experts. The 31
implementation was realized by means of relational datbas™
with SQL querying language. The programming part of themage registration is the process of overlaying two or more
system was implemented in C++. For more informationimages of the same scene taken at different times, from dif-
about the database aspectsN&Ephelesee [2]. The exam- ferent viewpoints, and/or by different sensors. Image acqu
ple of the main window of the user interface can be seesition devices have undergone rapid development and grow-
in Fig. 2. The restored artwork is shown, together with VS,ing amount and diversity of obtained images invoked the re-
UV, and SEM images of one analyzed microscopic specimersearch on automatic image registration. Comprehensive sur
The whole system was designed to be able to protect sensiey of image registration methods can be found in [3].
tive data, which can be stored in the database (the info about The task of VS and UV images registration belongs to

Imageregistration
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Figure 4: Preliminary estimation of color layer borders for

the specimen from Fig. 1. =
the multimodal registration category, where images of th

same scene are acquired by different sensors. The aim is

to integrate the obtained information to gain more complexrigure 5: The example of the VS and UV database images
and detailed scene representation. The main complication of the specimens. It consists of samples taken from various
such tasks is that the intensity values do not correspond tinds of artworks. Some specimens were scanned several
each other and it is more complicated to find an appropriatémes under different conditions.

similarity function or features, which are invariant to buc

changes.

Mutual information (MI), originating in the information It starts with iterativek-meansclustering. The number of
theory, is recognized solution for the multimodal regitia ~ classes is set a priori as a maximum expected number of lay-
problem. It is a measure of statistical dependency betweegrs by the user. More complex approaches based on texture
two data sets and it is particularly suitable for registmatf  analysis or other higher level information could bring ktig
images from different modalities. MI was chosen because ipetter results but without expert knowledge the segmentati
does not impose strong limitations on used sensors. One 6fill remains preliminary.

the first articles proposing this technique is Viola and é/ell Often, relatively smooth transitions from one layer to the
[4]. other produced ragged borders. Firstimprovement of consis
Mutual information between two random variabland tency was achieved by including spatial coordinates to the
Y (the VS and UV images) is given by segmentation feature space. Even better results were ob-
tained after applying morphological operators on detected
MI(X,Y) =H(Y) —=H(Y[X) = H(X) + H(Y) = H(X,Y), segmentation and performing minimum class size check. Ex-
where ample of detected layers can be seen in Fig. 4.

H(X) = —Ex(log(P(X)))
represents the entropy of random varialilandP(X) is the 4. CONTENT-BASED IMAGE RETRIEVAL

probability distribution ofX. The method is based on the painting materials research reports for each processed art
maximization of MI. o _ work contain the specimen images. They are usually VS and
In our approach, a speed up is implemented, exploitingyy images, but there can be other image data like SEM im-
the averaging pyramid together with discrete estimatef hi ages (see Figs. 5, 7), too. These reports are often used as
togram. The optimization of the maxima location is a mod-knowledge base for consequent restorations. For such usage
ified version of the method published in [5]. Moreover, Weit is very important to have effective tools to look-up reiav
exploit one-channel data, either green channel of the RGReports. One of the possible extension of the usual database
image representation or the first element of principal comfynctionality is to exploit the similarity between imageme
ponent transform (PCT), to reduce the dimensionality of thgained in reports. The visual image similarity can implyttha
problem. Results of the registration were evaluated vigual the used technique/materials on the analyzed artwork is the

by means of "chessboard mosaic” (see Fig. 3). same/similar as in the archived report or it can point to the
, same author, therefore such information can be very retevan
3.2 Image segmentation Thus, image-based data retrieval is often used nowa-

The color layer estimation can be resolved by image segmemtays next to the traditional text-based search in datalyase s
tation. Input information consists of the set of three RGBtems. The database entries containing images are looked-up
channels of VS and three RGB channels of UV specimen imbased on image similarity to the query image. The so-called
ages. Various methods [6] were tested and compared to tlw@ntent-based image retrieveCBIR) is recently very pop-
ground truth provided by experts. We found out that expertilar [7], [8], and the growing amount of images everywhere
knowledge is used widely during the process (allowed and/oensures its popularity for future, too. The task of CBIR i no
forbidden neighbor pairs of materials). Thus we restrictednathematically well defined thus most methods are based on
ourselves to produce preliminary estimates of the color layheuristics and are combining various approaches fromadligit
ers. However, even this kind of the output can facilitate thémage processing.
work of operators. In our Nephelesystem, two possibilities of image-based
The proposed method is based on cluster analysis usirdata querying were implemented. The first one exploits the
the above mentioned six color channels plus spatial infoermavS and UV images of specimens, the second one makes use
tion (x andy coordinates included as another two channels)of the SEM images. In both cases, the similarity of speci-
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Figure 6: Results of image retrieval. Left column contains
query specimens, next columns in corresponding rows are
results of the retrieval in order of similarity. Figure 7: Example of the database SEM images. Small rep-
resentative cut-offs of the samples with distinguishabée m
terial layers. Structures of the single layers are appanedt
mens is not based upon specific shape or structure elemeny€ry variant.
thus considered methods of image retrieval should usegas th
main features, the color and texture characteristics.
Here, the image retrieval makes use of multiresolution
4.1 UV and visible spectrum data wavelet transform (see [12], [13]). Wavelet transform can
The proposed method is basedamoccurence matriceand reflect local details and changes and therefore it can beya ver
. ; useful tool for characterization of textures ([14], [15hich
color features. The co-occurence matrices were mtroducq our case.
g(raer)e/ Igélgg?ré I];gf’l('?V(\:ltj)tgi?(é(l)slnvt\/i[t)fzo;ggll‘li:’?ég l;gggglrrreeTSSOOf The vyavelet transform is processed on small patches of
specimen textures, where the texture is ensured to be ho-

ship, formed by shape operator. Used shape operators h
. ogeneous. Each patch was decomposed to the depth of 2.
length up to two pixels and all color channels were processe or the decomposition, the Daubechies wavelet (db4) was

separately. Based on preliminary experiments four Harali .
descriptors were computed from the co-occurence matrice[lés‘ad’ which corresponds to the character of the analyzed tex
Ures and contained structures.

(Contrast, Inverse difference moment, Entrophy, Variance The decomposed texture patch is then represented us-

9]. Next to the Haralic descriptors, the color descriptors. oAt .
\[/ve]ere included, too, to reflect tﬁe main color trends ig théag the energy of the individual high frequency bands [16].

data. They are the image average color and the spectral staf1€S€ values form the feature vector, which was used for
e texture classification using the iterative k-mean ¢lass

dard deviation. Detailed description can be found in [2] anq. Fiq. 8 sh th | f th i ;oo
[10]. The weighted Euclidean metric was chosen for the sysi€!- Fig. 8 shows three examples of the resulting pairs (in

tem. Moreover, th&X*-tree indexing structure [11] was im- columns) of the textures which were determined as the most
plemented to speed-up the retrieval. similar.

The applicability of the method is presented in Figs. 5
and 6. Fig. 5 shows a few examples from the database 5. CONCLUSION

\?vfefg ii'g:]enr;% téié(veer};{ (t)|rnq e\lsaﬂﬁggr"gmt\'\éorreknst' coSr?drir':iE(})r?; t?ﬁWNe proposed the systeMephelewhich could facilitate the
Y ork of material scientists and consequently restorers and

were used for testing of prpposed image retrieval m.ethoégﬁer them better access to the archived reports they use.
'(Algg:ﬁ\éis égﬁﬁiﬂg Sgg’gm&;‘%ﬁg'gggi%ﬁ aﬂureerg Ignni,ge e implemented digital image processing methods enable
. . gethe S P %cquired data preprocessing for further analyzes as well as
(in the respective rows, in order of similarity from left to improve the querying above the reports database

right) are shown. The visual similarity of the specimens in The preprocessing of VS and UV specimen im.ages used
rows Is apparent. for the identification of pigment and binder present in the ar
work, consists of image registration and segmentation-tech
nique. The image registration makes use of the mutual in-
The second possibility of image retrievalitepheldas based formation approach because of the multimodal nature of the
on SEM images of the specimens. Fig. 7 shows a few dedata. It removes the geometrical differences between the VS
tailed cut-offs of the color layers in SEM modality represen and UV images of the specimens introduced during the im-
tation. The diversity of the materials is clearly visible. age acquisition. The following segmentation based on the

4.2 Electron microscopy data
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