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ABSTRACT depends on the path-loss exponent of the physical wireless

We investigated the error exponent of the wideband relafropagation model.
channel. By computing the random coding error exponent
of three different relay strategies, i.e., amplify-andafard

(AF), decode-and-forward (DF) and block Markov code

(BMC), we found that relayed transmission can enhance th or exponent. Section IV and Section V give out the error ex-

wireless link reliability significantly in the wideband iege ponent results for various relay strategies. Some numerica
J .

compared o direct transmission. We also studied optim results are provided in Section VI. Section VII summarizes
power allocation and relay placement by maximizing the re; P :

liability function. Analytical and numerical results shofar the main results of the paper.
DF and BMC relays, placing the relay node in the middle
of source and destination provides the best link reliagpilit
But for the AF relay scheme, the optimal relay placement
depends on the path-loss exponent; for large path-loss-expo
nents, half-way relay placement is also optimal.

The remainder of this paper is organized as follows. Sec-
tion Il introduces the system model for the problem under
onsideration. Section Il defines the the random coding er-

2. SYSTEM MODEL

1. INTRODUCTION In this work, communication occurs over a relay network,

Relayed transmission has received increasing attentidn asVith one relay node and one source-destination pair, as is

: fapr ; ; shown in Fig. 1. The sourc8 broadcasts the message to
can provide distributed space diversity to combat the fadboth relayRand destinatiol. The relay processes the mes-

ing impairment in the wireless network. The classical re- X e . .
|a3 chgnnel was introduced by van der Mulen [1], and thersage and then sends it to the destination to assist the desti-

further explored by Cover and El Gammal [2]. Laneman efration decoding the data_. Based on .the limitation of relay
al., [3] analyzed the outage behavior and diversity order fo°de; we focus on two kinds of relay;) brthogonal relay
several relay protocols. Their results characterized terd  (half-duplex), i.e., transmitting and receiving in thefelrf
sity multiplexing trade-off at the high signal-to-noisdioa enttime or frequency subchannels. The AF and DF schemes
(SNR). Recently, Liang and Veeravalli [4] studied the opti- /@il into this category. 2 Full duplex operation, including
mal resource allocation problem for the Gaussian orthagon&!0Ck Markov coding transmission. We model the wideband
relay channel. However, most previous work has primarily
focused on narrow-band relay transmission, where the re-
ceived SNR per degree of freedom is high. In this paper, we Relay
study the performance of the relay channel in the wideband
extreme, i.e., the available bandwidth is large and thdtresu
ing SNR per degree of freedom is low. Relevant examples
are wireless ad-hoc and sensor networks.

We use Gallager's random code error exponent [5] (also
known as the channel reliability function) as a tool to an-
alyze different relay strategies. Error exponent provides

measure of how fast the decoding error probability decays  Source Destination
exponentially as the code block length increases for raes b
low channel capacity. We show that, for orthogonal relay- Figure 1: Layout of Relay Network.

ing, both AF and DF provide higher reliability than the di-

rect transmission, and the DF scheme has better performance

than AF for similar settings. If we relax the orthogonal con-

straint, i.e., the relay node can receive and transmit ngessachannel as a set ™ parallel narrowband channels. We as-
at the same time (full duplex), block Markov coding schemesume that the Doppler spread is negligible, which makes the
can be used to boost the link reliability even more. The erronarrowband channels have independently and identicaly di
exponent can serve as a performance measure to optimitéuted (i.i.d.) statistics. Moreover, we assume thatdbe

the power allocation and relay node placement. We fountierence bandwidth is much larger than the bandwidth of the
that placing relay node in the middle between source andarrowband channel, such that each channel is flat faded. Us-
destination can provide the best link reliability for DF anding the sampling theorem, the received signal at the reldy an
BMC schemes. But for the AF scheme, the optimal positiorthe destination for the" channel and" symbol time can
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be written, respectively, as to be the one that yields the tightest bound:
= E: (R) = maxmax{Eq(p,Q) — pR} , (5)
yl’ [ka n] = Nshs,f [kv n]XS[k; n] + Zf [ka n] (1) P Q
5 where the maximizatiqn is ovep ar_1d subject to the input
yalk,n| = /Nsh&d[ka e[k, 1] power constraint. For linear Gaussian Channel model
5 y=Hx+1z, (6)
+4/ thr,d[k, N [k, n] + zg[k, N , (2) if we assume input symbot has Gaussian distributian ~

CN(0,P)%, and noisex has circular symmetric gaussian dis-
wherex[k, n] is the source/relay transmitted signal wite  tributionz ~ CN(0, W). SubstitutingQ(x) and f (y /x) into
{s;r}. We assumeE[|x[k,n]|?] = 1, and let the transmit (5), we can get the following theorem.
power at the source and relay BeandP; respectively. In _

(1) — (2), hi j[k,n] is the fading coefficient, wheriec {s,r} ~ Theorem 1 (Gaussian Error Expongnaf (6):

and j € {r,d}; zj[k,n] represents the additive white noise 1

for j € {r,d}. The pair(k,n) can be considered as indices Eo(p,P) =pINEy|I+ l—W‘lHPHJr , (D

for the time-frequency slot, or degrees of freedom, to com- P

municate. Statistically, we modéi j[k,n] as zero-mean, whereE denotes expectation, and represents determinant
circularly-symmetric complex Gaussian random variablespf matrix.

which are independent across different narrowband channel . .

and links. Additionally, we modet;[k, n| as zero-mean, in- We omit the proof of this theorem because the result can be

dependent, circularly-symmetric complex Gaussian randorfPund in other literature [6]. If the channel model (6) re-
variables with varianceSy. duces to the ch:aIar one, Eq. (7) can be writteBgp, P) =
In this work, we simplify the model in Fig. 1. We assume pInE(1+ %), which is the well known error exponent
that the distance between the source and destination is Nqgy the scalgr fafding channel.
malized to one, and the relay is located on a line between the
source and destination. The parameteepresents the dis- 4. ERROR EXPONENT FOR ORTHOGONAL
tance from source to relay, aritl— d) is the distance from RELAY CHANNEL
the relay to the destination. Using physical path-loss prop
agation model for wireless communication [8], we assumd-or orthogonal relay operation, the relay node can notrans
E[lhi j|?] = Elf whered j is the distance from transmitter ~ Mit and receive at the same time. We partition the transmis-
sion as two steps. First, sour&broadcasts message and
h . relay R keeps silent, i.e.,let.[k,n] =0 in Eq. (1) —(2). In
Furthermore, we assume there is no decoding delay ar}ﬁe next step, relaRtransmitg thgz processed(m)ess(a(;e to des-
coding is across the different narrowband channels. OUr go@nation and sourc8stops transmission. Mathematically, for

is to compute the error exponent of this wideband relay frangpe first step, the received signal of each equivalent narrow
mission and to study the optimal power allocation and relay);nq channel can be written as

placement. Since we assume i.i.d. statistics across the nar

to receiverj anda is path-loss exponent.

rqwband channels, we can aim at one rgarrowband channel Yr = VPshs s+ 2 (8)
with source and relay power constra(n%, ). AsN — oo, yal1] = vPhs axs +za[1] , 9)

the power allocated to each narrowband channel goes to 0.

Equivalently, we can focus on analyzing a narrowband flaFor the next step, we obtain

fading channel in the low SNR regime. For convenience, we

omit the narrowband indexx With a little abuse of notation, Ya[2] = VP axe + 242 (10)

let (P, R) represent the transmit power at source/relay fo%h1 Amplify-and-forward (AF) Relay

each narrowband channel, which can take a very small valu
Using the amplify-and-forward relay scheme, the relay node
3. THE RANDOM CODING ERROR EXPONENT amplifies the message it received in the first phase and for-

Gallager [5] established random coding techniques to uppe\rNarOIS itto the destination in the second phase, i.e.,

bound the achievable average error probability over a nando VBX = By , (11)
code ensemble with maximum-likelihood decoding. Specifi-

cally, given a cod€ of lengthN over an alphabet with 2R here we define the amplifier gain As= 7P5h2Pr+No' Substi-
codewords, we have tute (11) intp (10) and write the received signal during the
F% < exp(—N(Eg(p,Q) — pR)) , A3) two phases in vector form
ith defined as &

with Eo(p, Q) defi ya[1] \ _ ) hs’% VPt ( 0 1 0)( 0

o 00 14p Ya[2] r,dB s,r r,dB 01 22
Eo(p,Q) =—In (/ [/ Q(X)f(Y/X)l/“*P)dX} dY) — ~

4) )

; ; iotribl 1To chooseQ(x) as Gaussian is not optimal and a distribution concen-
fo_r O<p<l Q(X) is the code Symbo' (Or |_npu_t) dlsmb. trated on a “thin spherical shell” will give better result],[ nonetheless
ution andf (Y /X) is the channel output distribution condi- Gayssian error exponent is a convenient lower bound for ptieal error

tioned on the input. The random coding exponent is defineedxponent.
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Note that . . .
Table 1: Optimal Relay Positiadi* and Power Allocatiory*

) No 0 a 2 3 4 5 6
E(zz = 0 |hgB?No+No/ ° d* [ 0.99] 0.79] 0.52| 0.50| 0.50
' y* 1 0.98| 0.87| 0.59| 0.54| 0.53

We observed that the AF relay is equivalent to a single-input
multiple-output (SIMO) channel. Using Theorem 1, we have

following resuilt. Maximizing the AF error exponent (13) over and y
can be easily decoupled from maximization with respect to
Theorem 2 (Error Exponent of AF relay: p. Hence, we can numerically search the two-dimensional

space ofl andy. Although we were not able to show analyt-

1 P, , ically thatEAF (R) is concave ind, y), our simulation results
EA(R) = max {zp InE <1+ Ao (hsr +hgg indicate it. Also, note that the relay placement and power al
Osp<l (1+p)No location are independent of the SNR values. We summarize
h_%r ) R (12) optimal value ¢*, y*) for typical a value in Table I.
haBP+1/) " PT)

4.2 Decode-and Forward (DF) Relay

For fair comparison with direct transmission, we have hélve For DF relay, the relay node decodes the source message it
the degree of freedom and doubled the rateRn2account  received from the source &g for N narrowband carriers, re-
for the half-duplex transmission. encodes the information and sends it to the destinatiorein th
If we fix the total power budget &8, our goal is to opti- second step. In this work, we assume the simple repetition-
mize the power allocatiofP;, R ) between source and relay coded scheme. The relay retransmits the signal as
transmission to maximize the error exponent of (12). Also,
we try to find the optimal position in the line between source X [N = %[N} ,
and destination to place the relay node. For wideband AF ) ) .
relay system, we assume the amplifier coeffic@takes the Wheren is the narrowband channel index; i$ the decoded
same value for all the parallel narrowband channel. Practidata at the relay node that was sent from the source. The
cally, itis a reasonable assumption and need not use passha#iror probability of DF relay transmission is:
filters for each narrow badnd channel. oF s S MAC
Let us defineSNR= ,\F,’o—\',:,, wherePd" is the direct trans- P’ = eXp(—NE>") + (1—exp(—NE>")) - exp(—NE"A°)
mission power in each channel use, alds bandwidth of ~ exp(—NESR) + exp(—NEMA) | (14)
each narrowband channel. Then we hRye- 2SNR/, P =

2SNR1-y), where 0< y <1, denotes the fraction of power whereESRis the error exponent of source-relay transmission;

oo 21—y T : )
allocated to the source transmission. E#thi j|“] = Aij =  EMAC denotes the destination decoding error exponent given
1 H _ ./ 2SNR1-y) repeated transmission from source and relay in two steps.
. Hence, we can expregsasfl = \/ a2 |
df P P 2SNRyAsi+1 Here we have assumed the number of narrowband carriers

Substituting all the terms into Eq. (12), and computingN or code block length is large enough that the error proba-

expectation value with respect to the channel gain, we hawsility of source-relay is very small. According to Theorem 1
the following lemma. we have

Proposition 1 For the AF relay channel, the error exponent SR_ } PoAsr B
E; 0|;npagx1 2pIn (1+ 7,\'0( )) PR (15)

is given by 1+p
1 EMAC — max{ In(14>2X7 00 R}. 16
=@ o {12 o (i) ey 69

1 Again, we halved degree of freedom and doubled the rate to
+ d—aCexp(C)Ei(—C)) —PR} » (13)  2Rfor the half-duplex communication.

where d is the distance between source and relay:=C Proposition 2 (Error Exponent of fixed DF relay)
a a J—

%; Ei(-) is the exponential integral function EX = min{EP" B}

[7, pp. 925]. We want to maximize the error exponent by power alloca-
tion and rel_ay placement. We are using physical path-loss

Remark 1 The optimal values (dy*) to maximize the er- model of wireless propagation, and Bf= 2SNRy, B =

ror exponent (13) depend on the path-loss exponenor ~ 2SNR1-—y). Mathematically, we have following the opti-

a > 4, d* ~ 1/2, hence placing the relay node in the mid- Mizing problem,

dle point of source S and destination D is optimal for large 1 1

path-loss exponent. The optimal valué,(d) monotonically — max min{ZSN Ry, (2SNRy+2SNR1— y)i)} _

decreases frort to 0.5 as path-loss exponentincreases. 0<dy<1 de (1- d)(gﬂ)

Proof: We omit the proof here due to space limitations. Since the first term monotonically increasesyaandd in-

crease from 0 to 1, but the second term is a monotonically
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decreasing function gf andd, the minimum in (17) can be destination can be expressed, respectively, as
achieved when the first term equals to the second one. Hence,

we can reduce the problem to yr = hgr- x5+ 2
1 1 1 ¥d = hsdq- xs+hyq - X1 + 24, (20)
max y— subjectto y— = 1-y)——. - .
Ogd,yélyd“ ub) yd“ y+(A-v) (1-d) whereh;; represents channel coefficient vector for i.i.d. nar-

(18) rowband carriers, for € {s,r} andj € {r,d}; (-) denotes
It is a one dimensional maximization, we can readily get theeomponentwise multiplication. For BMC relay strategies,
solution. We summarize the above analysis of the optimahere are two transmissions for each message, one for source
(d*,y*) in the following remark. relay link; the other are the source and relay multiple-ssce
to the destination. By the Theorem 1, we have the following

Remark 2 The optimal value to maximize DF error expo- result for BMC relay.

nent is(d*,y*) = (3, 3=« ). Hence placing the relay node
in middle point of source-relay line is optimal to boost the
link reliability, and the power allocatiory is close to one

half as path-loss exponeuntincrease.

Proposition 3 (Error Exponent of BMC relay) EBMC =
min{EE~SR EB-MACY 'where

B—SR 1 Asr
= max < pln (1+7) - R} 21

It is well known that adaptive type DF, i.e., switch back to ' OSpél{p No(1+p) P 1)
direction transmission in the event of relay decoding error B MAC
can achieve full diversity in the high SNR regime. However, E; = __max {P'n (1
. . : 0<p, o<l
in our wideband relay case, adaptive DF amounts to choose
the better error exponent between direct transmission &d D Pidsd+ (1 — o) PoAsd + VoPoArg

g - : + —pR; . (22)
transmission. Since DF relay has much higher error exponent (1+p)No
value than direct transmission, adaptive type DF can not im-
prove the performance anymore in our case. In our system modeq > Asg, SO theEE~MAC is maximized

wheny, = 1. Hence the transmitted signal in (19) reduces to
5. ERROR EXPONENT FOR BLOCK MARKQV
CODING (BMC) xs=VPix1(Wls), xr=vPxa(s). (23)

In this section, we focus on the full-duplex relay operation . R
i.e., when relay node can receive and transmit at the sanfEtus assum% =y1SNRandg = (1-y1) SNR. The error

time. Block Markov Coding (BMC) was first proposed by exponent of BMC relay degenerates to a form similar to DF
Cover and El Gammal [2] to derive the lower bound forrglay, but with half rate and double degree of freedom. The
the relay channel capacity. For convenience, we briefly redifference here comes from the full-duplex relay, rathenth
state the BMC process in the wideband multi-carrier backthe orthogonal operation in the DF scheme. The results of
ground. The information bearing bits stream (message) &Ptimal power allocation and relay placement for DF relay
the source is parsed into blocks, each witisymbols; each can also be applied here directly.

block of N symbols can be transmitted N narrowband

carrier for one channel use. Let € [1,2NR] be the mes- 6. NUMERICAL RESULTS

sage sent by the source duriiiy block. The set of mes- |n this section, we present numerical results to illustthge
sage’ = {1,2,---,2""} is randomly partitioned into bins agvantage of the relayed transmission. We assume the relay
S =1{8,%,---,Snr } with Ry <R A random code- node is placed in the line connecting the source and destina-
book 2" = {x1(W|s),x2(s)} is generated based on the joint {jon: the distance between source-destination is norewliz
probability distribution p(x;,x2), wherew € [1,2"F] and  to one. For each link, we consider the physical path-loss
se [1,2VR]. After the relay successfully decodes the meschannel model withr = 4. We normalized the SNR value
sage from the source during tiie— 1) block, it transmits  and degree of freedom for a fair comparison among direct
a codewordk;(s) in theit" block to help destination decode transmission, orthogonal relay and BMC relay, i.e. for the
the previously received message. For detailed descriptiowrthogonal relay, the degree of freedom is halved, rate and
please refer to [2]. If we assume the entries of codewordSNR value for each message transmission is doubled.
x1(w]s) andx;(s) are independent, identical Gaussian distri-  Fig. 1 compares the error exponent of different trans-
bution with zero mean and unit variance. The simultaneouslynission strategies with optimal power allocation and relay
transmitted signal vectors by source and relaifiblock are ~ placement. The SNR value is3 dB, which accounts for our

given, respectively, by wideband low SNR assumption. We observed that the BMC
relay has the highest reliability because we allow the full-
_ e ST o D (o duplex operation. Note that the DF scheme has an advantage
Xs = VPrxa(Wils) +61/(1 - y2)Pexa(s) over AF schemes in the error exponent sense. This observa-
Xy = \/ﬁxz(s) , (19) tionis in contrast to the existing results in the literattirat

both AF and adaptive DF achieve full diversity in the high
whereP; andP, are transmitted power of; (w|s) andxx(s); SNR regime. All of the above relay transmissions provide a
2 € (0,1) denotes the fraction of pow&¥ allocated to relay.  significant reliability gain over the direct transmission.
6 is the phase tuning factor to assist source-relay combining To further illustrate the advantage of using relay in the
which satisfieg8|? = 1. The received vector at the relay and wideband wireless transmission, Fig. 2 plots the minimum
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number of narrowband carriers to achieve a prescribed de{7] I. S. Gradshteyn and I. M. Ryzhikiable of Integrals,
coding error probability. The SNR value is defined as total Series, and Productsth ed. San Deigo, CA: Acad-
power per channel use divided bly. The rate represents the emic, 1994.

sum rate of all the narrowband carriers. Itis required teesol  [g] T, S, Rappaportwireless CommunicationEnglewood
for N in the following equationP. = exp(—NE (535 §)) Cliffs, NJ: Prentice-Hall, 1996.

Fig. 2 shows that the relay strategies require far fewer car- s

riers to achieve the prescribed decoding error probalidity 14 —

the same SNR value and transmission rate, compared with

the direct transmission. Hence, it requires less bandvadth | e
provides higher spectral efficiency. o

7. CONCLUSION T i

Random coding error exponents provide more information, . %
than the capacity. For any rate below the capacity, the)g
quantlfy (lower bound) the exponential decay rate of theu
maximum-likelihood decoding error probability averaged: °s
over randomly selected codes. In this paper, we derived the |- . N
random error exponent of the relay channel wideband relayost . R * R
strategies, analytical and numerical results show thatgusi R S *
relay can indeed improve the system reliability signifibant | , i S |
for rate below the capacity, which can save power or reduce S . -

bandwidth required in the practical wireless system. Fasrth \ Tl ~—
more, using physical path-loss wireless propagation model % o7 o2 o5 o1 05 o6 o7 05 o9
we investigated the optimal relay placement and power allo- Rotetnats/channel use

cation to further boost the system reliability.

Figure 2: Error exponent vs. rate with optimal power alloca-

tion and relay placement.
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