ABSTRACT

For hands-free spoken dialogue system, we propose an interface to eliminate known noise outputted by the dialogue system and unknown noise sufficiently by giving known source of the loudspeaker output. Moreover, elimination of known noise is required by sound field control. The proposed method, at first, eliminates the loudspeaker output at the microphone points using sound field control with fixed filter coefficients. Next, the observed signals are processed by a source separation to eliminate both known and unknown noise. The conventional approach to combine acoustic echo cancellation and adaptive beamformer requires double-talk detector (DTD) in noisy environment, which is difficult to implement. Due to no use of DTD, the proposed method works better than the conventional method in real environment. To prove this, we show in the experiment that the performance of the proposed method is superior to the performance limit of the conventional method.

1. INTRODUCTION

To realize an interface for comfortable speech communication between human and machine based on spoken dialogue system, there is two important issues, i.e., hands free and barge-in free [1]. On one hand, hands free is a demand to free a user from spatial constraint to stand near or wear a microphone. On the other hand, barge-in free is the issue to set the user free from temporal forbiddance from inputting his speech command when the user is in outputting mode. These demands are difficult to be satisfied because automatic speech recognition is weak against noise. In this situation, noise is classified into two types, i.e., known and unknown noise. Unknown noise is interfering external noise in acoustic environment, caused by air conditioning or undesired speaker, etc. The most popular solution of unknown noise is beamforming using microphone array. Known noise is undesired observation of loudspeaker playback to present user message of sound from dialogue system. Elimination of such known response sound of dialogue system is called echo cancellation problem.

Most of the algorithms to adapt both adaptive beamformer (ABF) and acoustic echo canceller (AEC) are based on minimization of mean square error [2]. ABF learns filter to extract only desired signal by eliminating undesired signals [3]. For this purpose its filters must be learned only when the desired signal source is inactive. Thus AEC requires double-talk detector (DTD) to find such durations [4]. On the other hand, in principle, AEC does not require DTD because its filter is optimized by exploiting uncorrelation between the known noise and the other sound sources. However, in speech application where the transfer system is heavily variable and has long impulse response, DTD is indispensable to learn the filter rapidly with limited training samples. Although there are several approaches to simultaneous use of AEC and ABF [5], its implementation is hard because of difficulty in DTDs for this purpose. The problem of DTD is highly complicated because DTD for each of these methods has different target; noise for one is target to the other. In addition, environment makes DTD more difficult.

To avoid DTD, one of the authors proposed an alternative method to eliminate response sound using robust sound field control with fixed filter without adaptation, called multiple-output and multiple-no-input (MOMNI) method [6]. This method utilizes sound field reproduction using multi-channel loudspeaker system and inverse filter of room transfer functions. The response sound is presented to user with high quality while its observation at microphones is prevented by construction of silent zone at the microphones. Although robustness of its fixed filters designed a-priori is proven in the literature, this method cannot be applied to reduction of unknown noise. To deal with unknown noise, adaptive signal processing is desired after observation by microphones. In addition, the robustness of the response sound elimination also can be reinforced by adding adaptive process.

As an adaptation of beamformer for unknown noise without DTD, blind source separation (BSS) based on independent component analysis (ICA) is studied [7,8]. In the previous work we have proposed a semi-blind source separation (SBSS), which can eliminate known noise efficiently, and incorporated SBSS with the MOMNI method [7]. SBSS uses known source of response sound as training data together with observed signals at microphones. With these training data, known source is separated from other outputs efficiently. In this paper, we generalize the problem from only known-noise elimination into both known- and unknown-noise elimination. With this generalization, unknown sources can be separated in the same manner as ordinary BSS simultaneously to the elimination of known noise. In an experiment, we compare performances of the proposed method and ideal performance limit of conventional combination of AEC and ABF. As a result, although the performance of the conventional method degrades in practical use, the practical performance of the proposed method is superior to ideal behaviour of the conventional method.

2. MOMNI METHOD

The purpose of the MOMNI method is simultaneous realization of high-presence reproduction and elimination of response sound, which are conflicting issues. Since all information known a-priori is only transfer functions measured in advance, the elimination is not perfect because of fluctuation of room transfer functions. However, it is shown that this elimination is robust against the fluctuation without adaptation. We show configuration of the MOMNI method in Fig. 1.

This sound field reproduction controls sound pressures at \( K + 2 \) control points, i.e., positions of the \( K \) microphones, denoted by \( C_k \) for \( k = 1, \ldots, K \), and left and right ears of the user, denoted by \( C_{K+1} \) and \( C_{K+2} \). The stereophonic response sound to be reproduced at the user’s right and left ears are denoted by \( r_2(\omega) \) and \( r_1(\omega) \), and show angular frequency. Our goal is that the sound pressure at the user’s ears \( d_{K+1}(\omega), d_{K+2}(\omega) \) equal the response sound signals while the sound pressures at the microphones, denoted by \( d_k(\omega) \) for equal zero, as

\[
\begin{align*}
    d_k(\omega) &= (d_1(\omega), \ldots, d_{K+2}(\omega))^T \\
    &= (0, \ldots, 0, r_2(\omega), r_1(\omega))^T, \\
\end{align*}
\]

where \( d(\omega) \) shows all the sound pressures at the control points and \( \{\cdot\} \) shows transposition. With this reproduction, the response sound is prevented from being observed by the microphones while the user listens to the high-quality reproduction of the response sound.

For the reproduction of Eq. (1), the effect of room transfer functions should be cancelled at the control points. Such cancellation can be obtained by multi-channel inverse filter of the room transfer functions. To obtain the strict inverse filter of the room transfer functions with non-minimum phases, the number of the loudspeakers \( M \) for the reproduction must be larger than the number of the
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control points, i.e., $M > K + 2$ [10]. First we measure all the transfer functions $g_{lm}(ω)$ for $k = 1, \ldots, K + 2$, $m = 1, \ldots, M$. We compose an $M \times (K + 2)$ transfer function matrix $G(ω) = [g_{lm}(ω)]_{MK}$ where $[·]_t$ denotes a matrix which has an entry $x$ in the $i$-th row and $j$-th column. Next, the inverse filter matrix $H(ω) = [h_{lm}(ω)]_{MK}$ is obtained by an Moore-Penrose generalized inverse matrix of $G(ω)$. Then the following condition is obtained;

$$G(ω)H(ω) = I_{K+2}(ω),$$  \hspace{1cm} (2)

where $I_D$ denotes an $I$-dimensional identity matrix. When $K + 2$ signals are inputted to the inverse filter, each of them are reproduced at the control points. Using this property, the reproduction of the state in Eq.(1) can be obtained by inputting silent signals with zero amplitudes into the first $K$ channels and the response sound into the remaining two channels as

$$d(ω) = G(ω)H(ω)[0, \ldots, 0, r_k(ω), r_{K+1}(ω)]^T = [0, \ldots, 0, r_k(ω), r_{K+1}(ω)]^T.$$  \hspace{1cm} (3)

The accurate reproduction of stereophonic signals is effective especially when the input response sound signals are binaural recordings, referred to as transaural reproduction [11]. To generate binaural recordings, we filter a monaural response sound signal $r_{ac}(ω)$ with head related transfer functions or binaural room impulse responses, denoted by $g_{ac}(ω)$, $g_{acl}(ω)$, as

$$d_k(ω) = [g_{ac}(ω) - g_{acl}(ω)]^T r_{ac}(ω).$$  \hspace{1cm} (4)

Since the control points for the reproduction of any signals are only $C_{K+1}$ and $C_{K+2}$, we truncate $H(ω)$ on the upper $K$ rows and make an $M \times K$ matrix $H^0(ω) = [h_{lm}(ω)]_{MK}$ for $m = 1, \ldots, M, k = K + 1, K + 2$. Since the two rows of $H^0(ω)$ are in the null space of the transfer functions related to the microphones, when the response sound signal $d_k(ω)$, $d_l(ω)$ are inputted to $H(ω)$, the following condition is obtained;

$$d(ω) = G(ω)H^0(ω)[d_k(ω), d_l(ω)]^T = G(ω)H^0(ω)[g_{ac}(ω) - g_{acl}(ω)]^T r_{ac}(ω) = [0, \ldots, 0, r_k(ω), r_{K+1}(ω)].$$  \hspace{1cm} (5)

which is equivalent to Eq. (1).

Note that although high-quality reproduction cannot be obtained when the user does not sit on the arranged position, it is shown in [6] that the degradation is not in problematic level for spoken dialogue system.

### 3. INTRODUCING ICA TO MOMNI METHOD

#### 3.1 Motivation

As discussed in the previous section, the MOMNI method can eliminate the response sound with high robustness using may loudspeakers. However, there are two remaining requirements:

- **(R1)** As shown in [6], robustness of the MOMNI method is improved according to the number of loudspeakers. To reduce the expense of the loudspeakers, adaptation of the elimination is required.
- **(R2)** For a hands-free system, elimination of interfering noise is an important issue. Thus adaptive signal processing method for the noise reduction is required.

To satisfy (R1), adaptation is effective in either sound field control or signal processing applied to the observed signals. However, adaptation only in sound field control is invalid for (R2). To satisfy both of them, we try to apply adaptive signal processing to the observed signals by the microphones.

As adaptive signal processings, AEC and AFB are often used for (R1) and (R2), respectively. However, both of them require DTD and inappropriate for our purpose. As an unsupervised filter adaptation without DTD, BSS based on ICA is a strong candidate. Since it is known that frequency-domain ICA (FD-ICA) has advantages over time-domain ICA both for computational simplicity and separation performance [12], we try to adopt FD-ICA in the MOMNI framework.

#### 3.2 BSS Based on FD-ICA

In this section we review the general principle of BSS based on FD-ICA. Configuration of BSS is shown in Fig. 2. BSS is a problem to estimate unknown source signals only from the observed signals, which are linear mixtures of sources in unknown system. Suppose that there are $L$ unknown sound sources $S(ω) = [s_1(ω), \ldots, s_L(ω)]^T$. Using $K$ microphones, their observed signals, $x(ω) = [x_1(ω), \ldots, x_K(ω)]^T$, can be written as

$$x(ω) = A(ω)s(ω),$$  \hspace{1cm} (6)

where $A(ω) = [a_{1l}(ω)]_{KL}$ is an unknown $K \times L$ transfer function matrix. To obtain $L$ separated source signals, $K \geq L$ must be satisfied. The purpose of BSS is to obtain an $L \times K$ separation filter matrix $W(ω)$ which makes its output signals,

$$y(ω) = [y_1(ω), \ldots, y_L(ω)]^T = Wx(ω),$$  \hspace{1cm} (7)

be the estimation of the separated sources.

In FD-ICA, first, short-time analysis of the observed signals is conducted by frame-by-frame discrete Fourier transform. By plotting the spectral values in a frequency bin for each microphone input frame by frame, we consider them as a time series. Hereafter, we designate the spectral values as $s(t, ω) = [s_1(t, ω), \ldots, s_L(t, ω)]^T$, where $t$ denotes the time index of the frame. Next, we obtain the separation filter $W(ω)$ whose time-series output $y(t, ω)$,

$$y(ω) = [y_1(ω), \ldots, y_L(ω)]^T = W(ω)x(ω, t),$$  \hspace{1cm} (9)

are statistically independent. Assuming statistical independence among the sources $s(ω) = [s_1(ω), \ldots, s_L(ω)]^T$, the necessary and sufficient condition for the separation is statistical independence among $y(t, ω)$. For the case of $K = L$, such $W(ω)$ is optimized by, for example, the following iterative updating operation [7];

$$W^{+1}(ω) = W^{+}(ω) − η \{I − \Phi(y(t, ω))\}W^{+}(ω),$$  \hspace{1cm} (10)

where $\{\cdot\}$ denotes the time-averaging operator, $\Phi(\cdot)$ denotes the conjugate transpose operation, and $W^{+}(ω)$ is an updated filter matrix. In our research we use tangent hyperbolic function based on polar coordinate [13] as;

$$\Phi(y(t, ω)) = \left[ \begin{array}{c} \tanh[y_1(t, ω)] \exp\left[\arg y_1(t, ω)\right] \\ \vdots \\ \tanh[y_L(t, ω)] \exp\left[\arg y_L(t, ω)\right] \end{array} \right].$$  \hspace{1cm} (11)

The separation filter $W(ω)$ requires some modifications for usage. First, the condition of independence has ambiguity in scaling of the output signals, both for amplitudes and phases. To compensate for this, we apply projection back [14] to estimate the source signals at the microphone points using inverse of the separation filter. Second, independence also has ambiguity in the ordering of the signals to be outputted, referred to as ‘permutation problem’. To resolve this problem, the ordering must be aligned. To solve the permutation, several approaches have been proposed, e.g., use of directivity pattern of the separation filter [15] and use of envelopes’ correlations among narrow-band signals [14]. In our research we use combination of those approaches [16].

---

**Figure 1:** Configuration of the MOMNI method.

**Figure 2:** Configuration of BSS based on FD-ICA.
3.3 Straightforward Combination of BSS and MOMNI

The purpose of introducing BSS in the MOMNI framework is to separate user’s utterance from the observed user’s utterance mixed with unknown noise and the known response sound. Although source of the response sound is known to the system, its observation is mixed with unknown signals and affected by unknown fluctuation of the room transfer functions. The problem is the same as the ordinary BSS except for the availability of the response sound source. Thus, the most straightforward idea to extract the user’s utterance is simply to use BSS, treating the response sound as an unknown signal. In this section, we analyze the mechanism of the separation in this strategy, and point out several problems.

Although the residual response sound observed at the microphones is influenced by the multiple transfer channels, it is originally a single source. Thus ICA can separate the response sound as one of the estimated sources. We define an M-dimensional row vector \( g_k(ω) \) \( (k = 1, \ldots, K) \) composed of measured room transfer functions \( g_{km}(ω) \) \( (m = 1, \ldots, M) \) between the k-th microphone element and all the M loudspeakers before fluctuation. Then we define \( \bar{g}_k(ω) \), the unknown room transfer functions fluctuated after the design of the inverse filter, as

\[
\bar{g}_k(ω) = g_k(ω) + Δg_k(ω),
\]

where \( Δg_k(ω) \) is the differential of \( g_k(ω) \) with \( g_k(ω) \). If input signals are given by Eq. (4), because of the condition \( g_k(ω)H_k(ω) = 0 \) the residual response sound \( d_k(ω) \) observed at the k-th microphone element can be written as

\[
d_k(ω) = (g_k(ω) + Δg_k(ω))H_k(ω)g_{km}(ω)r_{ac}(ω) = Δg_k(ω)H_k(ω)g_{km}(ω)r_{ac}(ω). \tag{13}
\]

Thus, the residual sound can be written as a multiplication of single source \( r_{ac}(ω) \) and a single scalar transfer function \( Δg_k(ω)H_k(ω)g_{km}(ω) \). Suppose there are \( L \) mutually independent sources \( s_l(ω) \) \( (l = 1, \ldots, L) \) in the room, excluding the response sound; they should be independent of the response sound. Then, the observed signal at the k-th microphone element can be written as

\[
x_k(ω) = \sum_{l=1}^{L-1} a_{kl}(ω)s_l(ω) + Δg_k(ω)H_k(ω)g_{km}(ω)r_{ac}(ω) \tag{14}
\]

where there exist L independent signals including the component of the response sound. By the substitutions

\[
a_{kl}(ω) = |Δg_k(ω)|^{-1}H_k(ω)g_{km}(ω), \tag{15}
\]

and

\[
s_k(ω) = r_{ac}(ω), \tag{16}
\]

in Eq. (7), the mixing system can be described in the same manner as ordinary BSS. Since there are L sources, ICA can separate the signals with L observed signals. Thus, the MOMNI method should make silent zones at \( K = L \) microphone elements with the sound field control, and then we input the observed signals of the microphone elements to ICA.

However, this method has several problems. The first one is that its output signals are distorted. The mechanism of separation by ICA is multiple beamformers which extract independent sources separately [17]. In general, to construct beamformer with high performance, required filter length is longer than those of the room transfer functions. In addition, since the inverse filter \( H_k(ω) \) used in the MOMNI method has much longer impulse responses than those of the room transfer functions. By necessity the transfer function \( Δg_k(ω)H_k(ω)g_{km}(ω) \) has long impulse response. Nevertheless, we must use short filter coefficients in a real environment because blind estimation of long filter coefficients requires long input data which is difficult to obtain. The use of the short filter coefficients distorts the output signals as a result of a circular convolution effect. The second problem is difficulty in solving permutation in this case. Since the transfer functions corresponding to the response sound, i.e., \( Δg_k(ω)H_k(ω)g_{km}(ω) \), have no specific directivity, the permutation solution based on directivity is insufficient. For these reasons, we cannot expect that this method will perform as well as the ordinary BSS.

3.4 Semi-Blind Source Separation

In the previous section, we have discussed combination of the MOMNI method and BSS where the response sound is dealt as an unknown signal, and shown its insufficiency. In this section, we propose a new semi-blind source separation (SBSS) which separates sources from mixture of known and unknown sources efficiently utilizing information of known source. We give information of known source by inputting the known source directly into ICA.

Suppose there are L sources \( s_l(ω) \) \( (l = 1, \ldots, L) \) and only the L-th source \( s_L(ω) \) is the known source. To separate L sources with ICA, L mixed signals are required. However in this case, we use \( s_L(ω) \) as one of the input signals. These input signals can be expressed by the substitution

\[
x_L(ω) = s_L(ω) \tag{17}
\]

in Eq. (6). In addition, the mixing system of these input signals also can be expressed by the substitution

\[
a_{Ll}(ω) = \begin{cases} 0 & \text{for } k = 1, \ldots, L-1, \\ 1 & \text{for } k = L. \end{cases} \tag{18}
\]

in Eq. (7). Since the L-th input signal \( s_L(ω) \) is already separated, it should be outputted without any modification, i.e.,

\[
y_L(ω) = s_L(ω). \tag{19}
\]

Thus, the L-th row \( w_L(ω) \) of the separation filter \( W(ω) \) should be fixed as

\[
w_L(ω) = \begin{cases} 0 & \text{for } l = 1, \ldots, L-1, \\ 1 & \text{if } l = L. \end{cases} \tag{20}
\]

Since \( w_L(ω) \) is fixed, the components \( W(ω) \) \( (ω) \) in \( W(ω) \) to be updated is the \((L-1) \times L\) truncated submatrix

\[
W(ω) = \begin{bmatrix} w_s(ω) \\ \vdots \\ w_{L-1}(ω) \end{bmatrix} \text{ for } l = 1, \ldots, L-1, \ k = 1, \ldots, L
\]

where \( 0 \) denotes i-dimensional zero vector. As shown in Appendix, independence among \( y_l(ω) \) can be improved by the following updating formula:

\[
\dot{W} = \dot{W}(ω) + \eta \left( W(ω) - \{ \Phi(\dot{y}(ω)) \} H^H(ω) W(ω) \right) \tag{21}
\]

where

\[
\dot{y}(ω) = [y_1(ω), \ldots, y_{L-1}(ω)]^T. \tag{22}
\]

The fix of \( w_L(ω) \) has many advantages over conventional BSS. First, with the constraint that the component due to \( s_L(ω) \) is fixed to outputted from \( y_L(ω) \), we need not solve the permutation for \( s_L(ω) \). Second, giving part of the answer \( y_L(ω) = s_L(ω) \) makes the problem easier and helps the avoidance of local minima in the non-linear optimization. In addition, SBSS has an advantage in the length of the separation filter. Though BSS is a problem to obtain beamformer, SBSS eliminates the component due to \( s_L(ω) \) in \( y_L(ω) \) for \( l = 1, \ldots, L-1 \) by obtaining opposite phase of mixture just like AEC. Thus required filter length becomes shorter.

3.5 Combination of MOMNI Method and SBSS

Combination of the MOMNI method and SBSS can be realized by just giving the response sound source to ICA as \( s_L(ω) = r_{ac}(ω) \) in the control of \( L-1 \) microphones to be silent. In this combination, the advantage of SBSS is significant. As discussed in Sect. 3.3, the long impulse response of \( Δg_k(ω)H_k(ω)g_{km}(ω) \) requires BSS to have extremely long filter coefficients. However, as discussed
in the previous section, the filter length can be shortened by SBSS. In addition, difficulty in solution of permutation caused by no specific directivity of the MOMNI method can be solved by the fix of the output of the known source, as also discussed in the previous section.

4. SIMULATION

4.1 Experimental Conditions
To validate the performance of the proposed method to eliminate both response sound and interfering noise, we conducted simulation of speech enhancement using impulse responses measured in real environment. The competitive methods against proposed combination of AEC and SBSS (proposed) are combination of ABF and AEC assuming ideal DTDs (AEC+ABF), whose details are described in the following section, conventional BSS (BSM), SBSS without sound field control of MOMNI method (SBSS), conventional MOMNI method with delay-and-sum (DS) beamformer (6) (MOMNI+DS), and combination of MOMNI method and BSS but SBSS (MOMNI+BSS).

Figure 4 shows the arrangement of the apparatuses in the experimental room. The reverberation time is approximately 160 ms. The sampling frequency and the resolution are 16 kHz and 16 bit, respectively. We used eight loudspeakers for the sound field control and they are positioned along the outer circumference of the room. The primary source of the sound field reproduction is a loudspeaker set in the center of the room. This loudspeaker is also used to play back the response sound in AEC+ABF, BSS and SBSS. We place a dummy head, i.e., a replica of an average human head and torso, at the user’s position.

When the room transfer functions do not alter from the state where the inverse filter was designed, the performance of the MOMNI method is infinity. However, since the transfer functions fluctuate at all times, the performances should be evaluated in the state after fluctuations. To this end, we located an obstacle and we measured various impulse responses by changing its position. Supposing that another person than the user is moving about in the room, we used a life-size mannequin as the obstacle. Note that we did not change the position of the dummy head to fix the distance to the microphones. We measured 13 kinds of impulse responses as follows: one is for the state where the obstacle does not exist, and the other 12 are for the states where the obstacle is located at various positions near the dialogue system. The inverse filter in the MOMNI method was designed with the impulse responses before fluctuation. We evaluated the average of the performances in the last 12 states after fluctuations. We used a sentence of a male utterance, i.e., a replica of an average human head and torso, at the user’s position.

The power of the of the user’s speech and the response sound are arranged to be the same. The power of the interfering noise is arranged to be 10 dB lower than the user’s speech. The source of the interfering noise is set at the edge of the room. As interfering noise, we used three signals, i.e., a female utterance, music (a symphony), and stationary noise with −10 dB/octave spectral coloration.

4.2 Adaptation of AEC and ABF Using Ideal DTDs
In this section we describe adaptation algorithm of AEC+ABF. To validate the performance limit of combination of AEC and ABF, we estimated the filter coefficients by frequency-domain batch adaptation with ideal DTDs. To evaluate ideal behaviours of DTDs, we manually gave the true durations when the power ratio of the signal to eliminate to the other signals exceeds a threshold. Since human speech is known to be sparse in time-frequency domain, there are many time-frequency grids where the signal due to human speech is much smaller or larger than the other signals. Thus, if we can find such grids where a source to be adapted is dominant, the filters can be adapted in frequency domain even if there is no full-band single-talk duration. The adaptations are not on-line but batch-wise. With this batch adaptation, the adaptation of AEC+ABF can be set on the equal footing with the batch learning of the ICs. Also, since the system in this experiment is static after fluctuation once occurred, batch adaptation estimates the performance limit of many on-line adaptation algorithms because batch adaptation consistently outperform on-line adaptation algorithms in static system.

Figure 5 shows the configuration of AEC+ABF. We use two microphone elements. At first, two-channelled AECs eliminates the response sound in AEC+ABF, BSS and SBSS. We place a dummy head, i.e., a replica of an average human head and torso, at the user’s position.
A. DEVIATION OF UPDATE FORMULA

In this appendix, we derive the updating formula (22) by minimizing Kullback-Leibler divergence $k_B(\omega)$ between the joint probability distribution $p(y(\omega,t))$ and the product of marginal probability distributions $\prod_{l=1}^L p(y_l(\omega,t))$, described as

$$k_B(\omega) = \int p(y(\omega,t)) \log \frac{p(y(\omega,t))}{\prod_{l=1}^L p(y_l(\omega,t))} \, dy(\omega,t). \quad (27)$$

Partial differential of $k_B(\omega)$ by $W(\omega)$ [7, 8] can be written as

$$\frac{\partial k_B(\omega)}{\partial W(\omega)} = -W^{-H}(\omega) + E \left[ \Phi(y(\omega,t)) W^H(\omega,t) \right], \quad (28)$$

where $\cdot^H$ denotes inverse of conjugate transpose and $E[\cdot]$ denotes expectation operator with respect to $t$. Similarly to Eq. (20), partial differential with respect to $W(\omega,t)$ can be given by

$$\frac{\partial k_B(\omega)}{\partial W(\omega)} = -[I_{L-1}, \mathbf{0}] W^{-H}(\omega) - E \left[ \Phi(y(\omega,t)) W^H(\omega,t) \right]. \quad (29)$$

By applying the natural gradient of $W(\omega)$ [7], the update of $\tilde{W}(\omega)$ can be obtained as

$$\tilde{W}^{-H}(\omega) = W^{-H}(\omega) - \eta \frac{\partial k_B(\omega)}{\partial W(\omega)} - W^{-H}(\omega) W(\omega) = \tilde{W}(\omega) + \eta \left[ W(\omega) - E \left[ \Phi(y(\omega,t)) W^H(\omega,t) \right] \right]. \quad (30)$$

Assuming the ergodicity of the sources, the expectation can be substituted by the time average and the update formula (22) is obtained.
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