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ABSTRACT

In this paper, we propose a Primary User (PU) activity detection algorithm for a wideband frequency range which updates spectrum sensing parameters. We assume that the signal of PUs and noise are independent and jointly zero-mean Gaussian processes with unknown variances. We employ a Markov Model (MM) with two states to model the activity of PU which representing the presence and absence of the PU at each subband. By using such a MM, the proposed PU activity detector estimates the probabilities of PU presence in different subbands, recursively, in three steps. Our simulation results show that the proposed algorithm always performs better than the Energy Detector (ED) and despite its simple implementation has slightly better performance than the computationally complex Cyclostationarity Feature Detector (CFD) for practical values of the Signal-to-Noise Ratio (SNR).

1. INTRODUCTION

Recent measurements reveal that many portions of the licensed spectrum are not used over significant time periods [1]. Since the number of users and their data rates steadily increase, inefficient fixed spectrum policy is no longer a feasible approach. One proposal for alleviating the spectrum scarcity is allowing Secondary Users (SU)s to use the spectrum holes whenever is possible. The Cognitive Radio (CR) is the promising technology which is considered as the practical solution for implementation of dynamic spectrum sharing techniques.

One of the major challenges in implementing the CR technology is the spectrum sensing. In the spectrum sensing, the CRs must accurately monitor the presence or absence of the PUs with efficient methods over a particular part of the spectrum to find the available spectrum holes [2–6]. A common method for detection of an unknown signal in noise is using the ED (a.k.a. radiometry) [7].

The ED requires the noise variance to differentiate between the energies of noise and PU signal. In addition, it is well-known that the performance of the ED is susceptible to the noise power mismatches [8]. In the case of unknown noise variance, the cyclostationarity property of communication signals can be exploited for spectrum sensing [6]. In contrast to noise which is considered usually as a wide sense stationary process, the mean and autocorrelation of communication signals show built-in periodicity which can be used to differentiate the noise from modulated signal. A CFD performs better than the ED in discriminating PU signal against noise due to its robustness to the uncertainty in noise variance [9]. The drawback of CFD is that, it requires signifi-

cantly long observation time and is computationally complex for practical implementation.

On the other hand, the concept of the CR implies that it can learn and then adapt itself to the environment variations. The decisions in CRs are the results of extrapolations of the current observation based on reasoning or learning. The learning and using memory can be done within different functionaries of the CRs. In the context of the spectrum sensing, the CR must decide about the state of each frequency band at any given time. The CR in addition to the current observations can use previous information kept in its memory. In the most of previously reported works on spectrum sensing the process of learning and using the possible available information about the PU activity have been ignored.

In general, the available spectrum which is scanned for finding the spectrum hole is large and can be in order of GHz [3]. Thus, in this paper, we present a wideband spectrum sensing scheme that learn some unknown parameters from the environment. We study the spectrum sensing problem across a wide frequency range by dividing the scanning spectrum into multiple subbands. In order to address the learning process and using the previous observations, we use a two-state Markov chain with occupied (the channel is used by a PU) and vacant (the channel is available for the SU) states to model the usage of each subband. This model has been proposed and used for spectrum sensing and access in the context of CR [10, 11] and we try to use this model to bring the memory to proposed spectrum sensing algorithm. In [10] this model has been used for proposing a decentralized medium access control (MAC) approach for ah-hoc cognitive networks. In our work, the MM enable us to consider the previous decisions about the subband occupancy for current time decision making and to consider the available records for detection. Also, because of the variations in PU signal and noise variances due to the channel and the source variations, we assume that the PU signal and noise are random Gaussian distributed signals with unknown variances.

The remaining of the paper is organized as follows: In Section 2, we formulate the problem and present the MM for PU activity. In Section 3, we propose a three-step algorithm based on MM for the PU activity detector at each of the subbands. In Section 4, we evaluate the performance of the proposed detector based on computer simulation. Finally, Section 5 concludes the paper.

2. SYSTEM MODEL

We assume that the whole spectrum bandwidth is divided into $K$ subbands, where each subband may be vacant or used
by a PU. We consider a simple two-state discrete (binary) MM for PU activity for each subband(1,7),(995,997)

Figure 1: The PU activity modeling by using MM at $k^{th}$ subband.

PU signal and the channel gains which we consider them as the unknown parameters. We assume that the variances of the PU signal and noise are constant during the sensing time and change smoothly from each sensing time to another one. The LR function at the sensing time $m$ and for $k^{th} \in \mathcal{S}$ subband can be written as follows hypothesis testing problem:

$$L_k(m) = \frac{f(X_k(m); \mathcal{H}_k^0)}{f(X_k(m); \mathcal{H}_k^1)} = \frac{(\sigma^2(m))^{L_k(m)}}{(\sigma_k^2(m))^{L_k(m)}} \cdot \exp \left\{ \frac{\sigma_k^2(m) - \sigma^2(m)}{\sigma_k^2(m)\sigma^2(m)} \| X_k(m) \|^2 \right\}$$

where $\| . \|$ denotes the Euclidean norm. At the each sensing time, by observing the vectors $\{X_k(m)\}_{k=1}^{K}$, we can calculate the LR functions by using the above equation and use this LR function, as explained in the next section, for PU presence detection at the each subband.

3. PROPOSED ALGORITHM

We define $p^{(k)}_{m|m-1}$ as the a priori probability of PU activity at $k^{th}$ subband and at the sensing time $m$, i.e,

$$p^{(k)}_{m|m-1} \triangleq P[\delta^{(k)}(m) = \mathcal{H}_1^{(k)} | O^{(k)}(m-1)]$$

Where $\delta^{(k)}(m) = \mathcal{H}_1^{(k)}$ denote the event that subband $k^{th}$ is occupied at the time $m$ and $O^{(k)}(m-1)$ denote all the available observations about the subband $k^{th}$ up to time $m-1$. Note that a priori probability of PU activity, in the absence of any knowledge at time $m = 1$, can be initialized as $p^{(k)}_{1|0} = \frac{1}{2}, \forall k = 1, \cdots, K$. We develop three-step algorithm for PU activity detection by using these a priori probabilities:

Step 1: LR Function Calculation

In this step, we calculate the LR function in (4) using the observed samples $\{X_k(m)\}_{k=1}^{K}$ and the estimated variances in the previous sensing time. We assume that the CR knows an initial approximate estimations about the noise and PUs variances which are used to calculate the LR functions at $m = 1$. After receiving some samples from the subbands, these approximate estimations can be updated as will be explained in the step 3.
Step II: Updating Posterior Probabilities

In this step, we combine the priori probabilities in (5) by LR functions in current time to obtain the a posteriori probabilities which are defined as follows:

\[ P^{(k)}_{m|m} = P^k \delta^{(k)}(m) = \mathcal{H}^{(k)}_{1} \big| \mathcal{O}^{(k)}(m) \big], \quad (6) \]

\[ P^{(k)}_{m|m-1} \quad \text{and} \quad P^{(k)}_{m|m} \quad \text{are the estimated probabilities of PU presence at the subband } k^{th} \quad \text{and sensing time } m, \quad \text{with and without the use of the current information provided by} \quad \{X_k(m)\}_{k=1}^{K}. \]

By using Bayes rule, we can derive the posterior probabilities \( P^{(k)}_{m|m} \) by using a priori and current data about the PU presence as follows:

\[ P^{(k)}_{m|m} = \frac{L_k(m)P^{(k)}_{m|m-1}}{L_k(m)P^{(k)}_{m|m-1} + (1 - P^{(k)}_{m|m-1})} \quad (7) \]

where \( L_k(m) \) is the LR function of \( k^{th} \) subband at time \( m \) given in (4). In this step a hard decision rule is made as:

\[ \mathcal{H}^{(k)}(m) = \begin{cases} \mathcal{H}^{k}_{1}, & \text{if } P^{(k)}_{m|m} \geq \eta \\ \mathcal{H}^{k}_{0}, & \text{otherwise} \end{cases} \quad (8) \]

where the threshold \( \eta \), regulates the trade-off between the probability of false alarm \( P_{fa} \) and detection probability \( P_{d} \).

In this way, the PU is determined to be present or not at the subbands \( k^{th} \in \mathcal{I} \) and at sensing time \( m \) and hence we can partition the the set of all indexes \( \mathcal{S} \) as \( \mathcal{I} = \mathcal{I} \cup \mathcal{F} \), where \( \mathcal{I} \) and \( \mathcal{F} \) denote the subsets containing the indexes of vacant and occupied subbands, respectively.

Step III: Prediction and Parameter Estimation

A prediction of the priori probabilities for the next sensing time instant, \( P^{(k)}_{m+1|m} \) is required to obtain the posterior probabilities in (7) as well as the hard decisions in (8). We use the MM in the Figure 3(a) to predict these probabilities. The predicted probabilities for the next sensing time \( m+1 \) are easily obtained based on the assumed MM as:

\[ \begin{bmatrix} 1 - P^{(k)}_{m+1|m} \\ P^{(k)}_{m+1|m} \end{bmatrix} = \begin{bmatrix} \alpha_k & 1 - \beta_k \\ 1 - \alpha_k & \beta_k \end{bmatrix} \begin{bmatrix} 1 - P^{(k)}_{m|m} \\ P^{(k)}_{m|m} \end{bmatrix} \quad (9) \]

that is

\[ P^{(k)}_{m+1|m} = (1 - \alpha_k)(1 - P^{(k)}_{m|m}) + \beta_k P^{(k)}_{m|m} \quad (10) \]

Also in this step, by considering the subband which their index belong to the subset \( \mathcal{I} \) (vacant subbands), we can update the noise variance estimation for the sensing time \( m+1 \) as follows:

\[ \hat{\sigma}^2(m+1) = \begin{cases} \hat{\sigma}^2(m+1), & \text{if } \mathcal{I} = \emptyset \\ \kappa_{\sigma} \hat{\sigma}^2(m) + (1 - \kappa_{\sigma}) \left( \frac{1}{|\mathcal{I}|} \sum_{i \in \mathcal{I}} |X_{k}(m)|^2 \right) & \text{if } \mathcal{I} \neq \emptyset \end{cases} \quad (11) \]

similarly for the subbands which their indexes belong to \( \mathcal{F} \) (occupied subbands) the variance updating equation is as follows:

\[ \sigma^2_k(m+1) = \begin{cases} \sigma^2_k(m+1), & \forall k \in \mathcal{I}, \text{if } \mathcal{F} = \emptyset \\ \kappa_{\sigma} \sigma^2_k(m) + (1 - \kappa_{\sigma}) \left( \frac{|X_{k}(m)|^2}{L} \right) & \forall k \in \mathcal{F}, \text{if } \mathcal{F} \neq \emptyset \end{cases} \quad (12) \]

where \( \kappa_{\sigma} \in (0, 1) \) and \( \kappa_{\sigma} \in (0, 1) \) determine the effect of the previous estimations of noise and the PU signal variances and the current observations, respectively. The values of the parameters \( \kappa_{\sigma} \) and \( \kappa_{\sigma} \) depend on the environment which the CR is used. Actually, in the proposed algorithm the parameters \( \alpha_k \) and \( \beta_k \) depends on the PU service and model the probability of the PU transition between active and idle states. For instance lower values of \( \alpha_k \) and \( \beta_k \) show a PU with the bursty transmission. Also to capture the variation of the environment we use the the parameters \( \kappa_{\sigma} \) and \( \kappa_{\sigma} \). These parameters should be selected near 1 for a quickly varying environment or 0 otherwise. In the special case, we can chose these parameters equal, i.e., \( \kappa_{\sigma} = \kappa_{\sigma} = \kappa \).

By using the above three-step algorithm, we can decide about the status of the each subband at each sensing time, recursively. Figure 3(b) shows the block diagram of the proposed algorithm for the PU activity detection.

4. SIMULATION RESULTS

In this section, we present some numerical results for performance evaluation of the proposed algorithm and then compare with those of the previously presented algorithms. For a given average SNR and false alarm probability \( P_{fa} \), we generate the decision statistic randomly according to the assumed
distributions for $10^6$ independent trials (in the absence of PU signal at the subband) and choose the detection threshold as $100P_L$ percentile of the generated data, i.e., for $P_L = 10^{-3}$, $100 \times 10^{-3} = 0.1\%$ of the generated decision statistic (out of $10^6$) are above the determined threshold. By considering an occupied subband and using obtained threshold, we can compute the probability of detection, i.e., $P_d$.

Figure 3(a) depicts our simulation scenario in order to evaluate the performance of the proposed algorithm with four different cases for PU activity over four different subbands. We denote the vacant and occupied status of subbands with 0 and 1, respectively. It is assumed that $[\alpha_1, \alpha_2, \alpha_3, \alpha_4] = [0.6, 0.7, 0.8, 0.9]$ and $[\beta_1, \beta_2, \beta_3, \beta_4] = [0.4, 0.3, 0.2, 0.1]$ which lead to the PU activity factor of $[\rho_1, \rho_2, \rho_3, \rho_4] = [0.4, 0.3, 0.2, 0.1]$. Also we assume that average SNR $\gamma = 5$ dB, $L = 8$ and $\kappa_\alpha = \kappa_\beta = 0.9$, for forgetting factors in (11) and (12). We use the proposed algorithm to detect the presence or absence of PU in this scenario. Figure 3(b) illustrates the simulation results of hard detection $H[P_k](m)$ in (8) by using the proposed algorithm. For all subbands, the threshold has been computed for $P_L = 0.01$. As can be seen the proposed algorithm detect the PU activity in this scenario with high probability so that respectively for four subbands in the Figure 3(b), in 99.4%, 98.3%, 97.8% and 98.8% of times, the proposed detector detects the states of the subbands correctly.

In order to evaluate the performance of the proposed algorithm when there are some errors between the actual and the used transition probabilities, we use the scenario in Figure 4(a). It is assumed that $[\alpha_1, \alpha_2, \alpha_3, \alpha_4] = [0.6, 0.7, 0.8, 0.9]$ and $[\beta_1, \beta_2, \beta_3, \beta_4] = [0.8, 0.9, 0.7, 0.6]$. We assume that there is 10% difference between the actual and the used probabilities in the proposed algorithm. The other simulation parameters are the same as Figure 3. Figure 4(b) shows the results of the simulation based on the proposed algorithm. As can be seen, in this case the performance of the proposed algorithm is degraded slightly so that the detection probabilities are 0.916, 0.929, 0.907 and 0.918. Our further simulation shows that for a given constant activity factor, i.e., $\rho_k$, the more the value of transition probabilities, i.e., $\alpha_k$ and $\beta_k$, the less the effect of parameters uncertainty on the performance of the proposed algorithm. In the other words, for a given constant false alarm probability, the sensitivity of the proposed algorithm increases with the decrease in the value of transition probabilities. Thus, in the case of having some uncertainty in MM parameters, the proposed detects the status of the subbands correctly at most of times.

Figure 5 illustrates the detection probability $P_d$ versus average SNR $\gamma$ for different false alarm probabilities $P_a$ and the number of samples $L = 32$. As can be observed by increasing $\gamma$ or $P_a$, the performance of the proposed algorithm improves. It is notable that in practice by increasing the number of samples $L$, the average SNR increases and therefore by considering the mentioned behavior, the performance will improve. Unfortunately, we cannot increase $L$ arbitrarily since $L$ determines the acquisition time (the waiting time-lag before a decision can be made). Thus in practice, we have to make a trade-off between $P_a$ (the spectrum usage efficiency), $P_d$ (PU interference protection level) and $L$ (the acquisition time). In Table 1, the proposed MM based Detector (MMD) is compared with the ED [2] and CFD [6]. We assume that
Figure 5: The probability of detection $P_d$ versus SNR for different false alarm probabilities $P_{fa}$ and $L = 32$.

The simulation results showed that the performance of both MMD and CFD is better than the ED and by increasing the average SNR the performance of MMD improves and becomes slightly better than that of the CFD. By considering the high complexity and also the large sensing time for CFD, the proposed MM based algorithm can be performed simply at each sensing time. Also this algorithm allows us to predict the status of the PU presence or absence within subbands which is useful for predicting the time amount of subband availability and hence CR signal transmission rate.
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