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ABSTRACT

Clipping is an essential signal processing operation in real-time audio applications. Still, existing clipping techniques introduce a considerable amount of distortion which results in a significant degradation of perceptual sound quality. In this paper, we propose a novel approach to clipping which aims to minimize perceptible clipping-induced distortion. The clipping problem is formulated as a sequence of constrained optimization problems, all of which can be solved numerically in a very efficient way. A comparative evaluation of the presented “perception-based” clipping technique and existing clipping techniques is performed using two objective measures of perceptual sound quality. For both measures, the application of the perception-based clipping technique results in consistently higher scores as compared to existing clipping techniques.

1. INTRODUCTION

In many audio devices, the amplitude of a digital audio signal cannot exceed a maximum level. This amplitude level restriction often necessitates a clipping operation to be performed on the audio signal. Clipping consists of attenuating incoming signal sample amplitudes such that no sample amplitude exceeds the maximum level (referred to as clipping level from here on). However, such a clipping operation may introduce different kinds of unwanted distortion: harmonic distortion, intermodulation distortion, and aliasing distortion [1]. These additional frequency components, which were not present in the original frequency spectrum, then reduce the perceptual quality of the audio signal.

Most existing clipping techniques make use of a static nonlinearity acting on the input audio signal in a sample-by-sample fashion. These clipping techniques are thus governed by a fixed input-output characteristic, mapping a range of input amplitudes to a reduced range of output amplitudes. Depending on the sharpness of the input-output characteristic, one can distinguish two types of clipping techniques. A first type is hard clipping, where the input-output characteristic exhibits an abrupt (“hard”) transition from the linear zone to the nonlinear zone. In other applications of audio processing, this has proven to be successful, e.g., in perceptual audio coding [5] and audio signal requantization [6]. Secondly, the clipping problem is formulated as a sequence of constrained optimization problems, which necessitate efficient numerical solution algorithms.

The outlined traditional clipping techniques are basically inflexible in that each input signal sample is processed independently using a fixed input-output characteristic. In this paper, in contrast, we propose a more flexible approach to clipping, enabling to adapt to the instantaneous properties of the input signal. Our perception-based clipping approach builds upon recent advances in the fields of psychoacoustics and numerical optimization. First, incorporating knowledge of human perception of sounds (psychoacoustics) appears indispensable for achieving minimal perceptible clipping-induced distortion. In other applications of audio processing, this has proven to be successful, e.g., in perceptual audio coding [5] and audio signal requantization [6]. Second, the clipping problem is formulated as a sequence of constrained optimization problems, which necessitate efficient numerical solution algorithms.

The paper is organized as follows. In Section 2, clipping is formulated as a sequence of constrained optimization problems. Section 3 deals with efficiently solving these optimization problems. In Section 4, results of a comparative evaluation of the presented perception-based clipping technique and existing clipping techniques are discussed. Finally, Section 5 presents concluding remarks.

2. OPTIMIZATION PROBLEM FORMULATION

Figure 1 schematically depicts the operation of the perception-based clipping technique presented here. A digital input audio signal \( x[n] \) is segmented into frames of \( N \) samples, with an overlap length of \( P \) samples between successive frames. Processing of one frame \( x_k \) consists of the following steps:

1. Calculate the instantaneous global masking threshold \( t_k \in \mathbb{R}^{k+1} \) of the input frame \( x_k \)
2. Calculate output frame \( y_k^* \in \mathbb{R}^N \) as the solution of an op-
timization problem
3. Apply trapezoidal window to output frame $y_k^*$ and sum
output frames to form a continuous output audio signal
$y'[n]$.  

In the next subsections, the different processing steps will
be discussed in more detail.

2.1 Convex quadratic program

The core of the perception-based clipping technique con-
sists in calculating the solution of a constrained optimization
problem for each frame. From the knowledge of the input
frame $x_k$ and its instantaneous properties, the output frame
$y_k^*$ is calculated. Let us define the optimization variable of
the problem as $y_k$, the output frame. A necessary constraint
on the output frame $y_k$ is that the amplitude of the output
samples cannot exceed the upper and lower clipping levels $U$
and $L$. The cost function we want to minimize must reflect
the amount of perceptible distortion added between $y_k$ and
$x_k$. We can thus formulate the optimization problem as an
inequality constrained frequency domain weighted L2-distance
minimization, i.e.

$$y_k^* = \arg \min_{y_k \in \mathbb{R}^N} \frac{1}{2} \sum_{i=0}^{N-1} w_k(i) |Y_k(e^{j\omega_i}) - X_k(e^{j\omega_i})|^2 \quad \text{s.t.} \quad l \leq y_k \leq u$$

(1)

where $\omega_i = (2\pi i)/N$ represents the discrete frequency vari-
able, $X_k(e^{j\omega_i})$ and $Y_k(e^{j\omega_i})$ are the discrete frequency
components of $x_k$ and $y_k$ respectively, the vectors $u = U1_N$
and $l = L1_N$ contain the upper and lower clipping levels respec-
tively (with $1_N \in \mathbb{R}^N$ a vector of all ones), and $w_k(i)$ are the
weights of a perceptual weighting function to be defined in
subsection 2.2. Notice that in case the input frame $x_k$ does
not violate the inequality constraints, the optimization prob-
lem (1) has a trivial solution $y_k^* = x_k$ and the input frame is
transmitted unaltered by the clipping algorithm.

Formulation (1) of the optimization problem can be writ-
ten as a standard quadratic program (QP) as follows

$$y_k^* = \arg \min_{y_k \in \mathbb{R}^N} (y_k - x_k)^H D^H W_k D (y_k - x_k) \quad \text{s.t.} \quad l \leq y_k \leq u$$

(2)

$$= \arg \min_{y_k \in \mathbb{R}^N} \frac{1}{2} y_k^H D^H W_k D y_k + \left( -D^H W_k D x_k \right)^H y_k$$

where $D \in \mathbb{C}^{N \times N}$ is the DFT-matrix defined as

$$D = \begin{bmatrix}
1 & 1 & \cdots & e^{-j0(N-1)} \\
1 & e^{-j\omega_1} & \cdots & \cdots & e^{-j0(N-1)} \\
& & e^{-j\omega_2} & \cdots & \cdots & \cdots \\
& & & \ddots & \cdots & \cdots \\
& & & & e^{-j\omega_{N-1}} & \cdots \end{bmatrix}$$

(3)

and $W_k \in \mathbb{R}^{N \times N}$ is a diagonal weighting matrix with positive
weights $w_k(i)$, obeying symmetry $w_k(i) = w_k(N - i)$ for $i =
1, 2, \ldots, \frac{N}{2} - 1$,

$$W_k = \begin{bmatrix}
w_k(0) & 0 & 0 & \cdots & 0 \\
0 & w_k(1) & 0 & \cdots & 0 \\
0 & 0 & w_k(2) & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & w_k(N-1) \\
\end{bmatrix}$$

(4)

It can be shown that by imposing these requirements on
the weighting matrix, the Hessian matrix $H_k$ in (2) is guaran-
teed to be real and positive definite. Hence, formulation (2) de-
fines a strictly convex QP. Many efficient solution algorithms
have been presented to solve such QPs in a fast and reliable
way, e.g. [7]. In Section 3, we will show that by explo-
itating the structure of the problem, the QPs can be solved even
more efficiently.

1The superscript $H$ denotes the Hermitian transpose
2.2 Perceptual weighting function

In order for the cost function in (1) to represent the amount of perceptible distortion added between input frame $x_k$ and output frame $y_k$, the perceptual weighting function $w_k$ must be chosen judiciously. Distortion at certain frequency bins is more perceptible than distortion at other frequency bins. Two phenomena of human auditory perception are responsible for this,

- The absolute threshold of hearing is the required intensity (dB) of a pure tone such that an average listener will just hear the tone in a noiseless environment. The absolute threshold of hearing is a function of the tone frequency and has been measured experimentally [8].
- Simultaneous masking is a phenomenon of human auditory perception where the presence of certain spectral energy (the masker) masks the simultaneous presence of weaker spectral energy (the maskee).

Combining both phenomena, the instantaneous global masking threshold of a signal gives the amount of distortion energy (dB) at each frequency bin that can be masked by the signal. In this framework, consider the input frame $x_k$ acting as the masker, and $y_k - x_k$ as the maskee. By selecting the weight $w_k(i)$ for the distortion term $|Y_k(e^{j\omega}) - X_k(e^{j\omega})|^2$ in the cost function (1) to be inversely proportional to the value of the global masking threshold of $x_k$ at frequency bin $i$, the cost function reflects the amount of perceptible distortion introduced. This can be specified as

$$w_k(i) = \begin{cases} 10^{-\alpha t(i)} & \text{if } 0 \leq i \leq \frac{N}{2} \\ 10^{-\alpha t(N-i)} & \text{if } \frac{N}{2} < i \leq N-1 \end{cases}$$

where $t_k$ is the global masking threshold (in dB). Appropriate values for the compression parameter $\alpha$ are determined to lie in the range 0.04-0.06.

Part of the ISO/IEC 11172-3 MPEG-1 Layer 1 psychoacoustic model 1 [9] is used to calculate the instantaneous global masking threshold $t_k$ of the input frame. A detailed description of the operation of this psychoacoustic model can be found in [5]. We will only outline the major steps in the computation of the instantaneous global masking threshold here:

1. Identification of noise and tonal maskers

After performing a spectral analysis of the input frame $x_k$, tonal maskers and noise maskers are identified in the spectrum. The distinction between these two types of maskers is important as they have a different masking power.

2. Calculation of individual masking thresholds

Each tonal masker and each noise masker has an individual masking effect on neighboring frequency regions. This masking effect can be represented by an individual masking threshold per masker.

3. Calculation of global masking threshold

The input signal $x_k$ consists of several tonal maskers and noise maskers. In this model, additivity of masking effects is assumed. Under this assumption, the instantaneous global masking threshold $t_k$ can be calculated as the sum of the individual masking thresholds and the absolute threshold of hearing.

2.3 Trapezoidal window

To ensure continuity of the output audio signal $y'[n]$, a trapezoidal window is applied to the output frame $y_k$ before summation. Hence, in the overlap zone between two consecutive output frames, the output frames are crossfaded: the previous output frame fades out while the current output frame fades in. In this fashion, audible artefacts due to a lack of continuity in the output signal are greatly reduced.

3. OPTIMIZATION PROBLEM SOLUTION

An instance of the quadratic optimization problem (2) is solved numerically at each time step. Real-time operation of the clipping algorithm imposes very strict restrictions on the maximum problem solution time. For example, considering a frame length of $N=512$ samples and an overlap length of $P=128$ samples at a sampling frequency of 44.1 kHz, the time step is 8.7 ms. This means that a 512-dimensional QP is to be solved in every 8.7 ms. Since general-purpose QP solvers have shown to be inadequate to achieve sufficiently low solution times, real-time operation calls for an application-tailored solution strategy. A first step is to formulate the dual optimization problem of (2) as follows. First, the Lagrangian $\mathcal{L}(y_k, \lambda_k, \lambda_{k,l})$ of the QP is given by

$$\mathcal{L}(y_k, \lambda_k, \lambda_{k,l}) = \frac{1}{2} (y_k - x_k)^T H_k (y_k - x_k) + \lambda_{k,u}^T (y_k - u)$$

$$+ \lambda_{k,l}^T (l - y_k)$$

where $\lambda_{k,u}, \lambda_{k,l} \in \mathbb{R}^N$ denote the vectors of Lagrange multipliers associated to the upper clipping level constraints and the lower clipping level constraints respectively. Then, the Lagrange dual function equals

$$q(\lambda_{k,u}, \lambda_{k,l}) = \inf_{y_k} \mathcal{L}(y_k, \lambda_{k,u}, \lambda_{k,l})$$

$$= -\frac{1}{2} (\lambda_{k,u} - \lambda_{k,l} - H_k x_k)^T H_k^{-1} (\lambda_{k,u} - \lambda_{k,l} - H_k x_k)$$

$$- \lambda_{k,u}^T u + \lambda_{k,l}^T l + \frac{1}{2} x_k^T H_k x_k$$

where the last equality follows from the positive definiteness of $H_k$. Finally, the dual optimization problem can be formulated as

$$\lambda_k^* = \arg \max_{\lambda_k} q(\lambda_k) \quad \text{s.t. } \lambda_k \geq 0$$

$$= \arg \max_{\lambda_k} -\frac{1}{2} (B \lambda_k - H_k x_k)^T H_k^{-1} (B \lambda_k - H_k x_k) - e^T C \lambda_k$$

$$+ \frac{1}{2} x_k^T H_k x_k \quad \text{s.t. } \lambda_k \geq 0$$

$$= \arg \min_{\lambda_k} \frac{1}{2} \lambda_k^T B^T H_k^{-1} B \lambda_k + \frac{1}{2} (C^T e - B^T x_k)^T \lambda_k$$

$$\text{Hessian } H_k \quad \text{Gradient } \delta \lambda_k$$

$$\text{s.t. } \lambda_k \geq 0$$
where $\lambda_k \in \mathbb{R}^{2N}, B \in \mathbb{R}^{N \times 2N}$ and $C \in \mathbb{R}^{N \times 2N}$ are defined as

$$
\lambda_k = \begin{bmatrix} \lambda_{k,n} \\ \lambda_{k,f} \end{bmatrix}
$$

(9)

$$
B = \begin{bmatrix} I_n & -I_n \end{bmatrix}
$$

(10)

$$
C = \begin{bmatrix} UI_n & -LI_n \end{bmatrix}
$$

(11)

Computation of $y^*_k$ is straightforward,

$$
y^*_k = -H^{-1}_k (B\lambda^*_k - H_k x_k) = x_k - H^{-1}_k B\lambda^*_k
$$

(12)

Optimization problem (2) can be solved efficiently by exploiting the fact that only few of the large number (2N) of inequality constraints are expected to be active in the solution (see [11] for a similar idea). A two-level external active set strategy is adopted, where the following steps are executed in each outer iteration:

1. Check which inequality constraints are violated in the previous solution iterate. In case no inequality constraints are violated, the algorithm terminates.
2. Add these violated constraints to an active set $S$ of constraints to watch.
3. Solve a small-scale QP corresponding to (8) with those $\lambda_k(i)$ not in $S$ set to zero. Evaluation of eq. (12) yields the new solution iterate.

Using this strategy, the solution of optimization problem (2) is found by solving several small-scale QPs instead of solving the full-scale QP at once. Simulations show that more than 4 iterations are rarely necessary. In Figure 2, solution computation times for the proposed working set strategy are compared to the scenario of solving the full-scale QP. For both solution strategies, solution computation times of many instances of QP (2) (with $N=512$ variables) are plotted against the initial number of violated inequality constraints. In Figure 2(a), solution computation times for the full-scale QP can be seen to lie in the range 220-350 ms. In Figure 2(b), solution computation times for the working set strategy can be seen to increase with increasing number of constraint violations and with increasing number of necessary iterations. A reduction of computation time with a factor ranging from 10 up to 200 is achieved. Moreover, the real-time restriction of 8.7 ms is met for the majority of the QP instances solved.

4. EVALUATION

For sound quality evaluation purposes, eight audio signals (16 bit mono @44.1 kHz) of different musical styles and with different maximum amplitude levels were collected. Each signal was processed by three different clipping techniques:

- Hard symmetrical clipping (with $L = -U$)
- Soft symmetrical clipping as defined in [4]
- Perception-based clipping, with parameter values $N=512, P=256, \alpha = 0.06$

This was performed for nine clipping factors $\{0.80, 0.85, 0.90, 0.925, 0.950, 0.97, 0.98, 0.99, 0.995\}$, where the clipping factor is defined as $1 -$ (fraction of signal samples exceeding the upper or lower clipping level). From the clipping factor, a corresponding clipping level $U$ can be derived for each signal.

For each of a total of 216 processed signals, two objective measures of sound quality are calculated. An objective measure of sound quality predicts the subjective quality score attributed by an average human listener. A first objective measure of sound quality is calculated using the Basic Version of the PEAQ (Perceptual Evaluation of Audio Quality) standard [12, 13]. Taking the reference signal and the signal under test as an input, PEAQ calculates an objective difference grade on a scale of 0 (imperceptible impairment) to -4 (very annoying impairment). One should note that PEAQ was designed in particular for predicting the performance of audio codecs, and that PEAQ quality scores are reported to correlate less well with subjective quality scores for some other applications (e.g. [14]). Therefore, also a second objective measure of sound quality is calculated. Rnonlin is a perceptually relevant measure of nonlinear distortion, for which correlations as high as 0.98 between objective and subjective ratings have been obtained [15]. Rnonlin decreases with increasing perceptible distortion ($1 = \text{no perceptible distortion}$).
Figure 3: Average objective sound quality scores vs. clipping factor for hard clipping, soft clipping and perception-based clipping

The results of this comparative evaluation are shown in Figure 3. In Figure 3(a), the obtained average PEAQ objective difference grade over eight audio signals is plotted as a function of the clipping factor, and this for the three different clipping techniques. Analogously, Figure 3(b) shows the results for the Rnonlin measure. The obtained results for both measures are seen to be in accordance with each other. As expected, we observe a monotonically increasing average sound quality score for increasing clipping factors. Soft clipping is seen to result in slightly higher objective sound quality scores than hard clipping for all considered clipping factors. Clearly, the perception-based clipping technique is seen to result in significantly higher objective sound quality scores than the other clipping techniques.

5. CONCLUSION

In this paper, we have developed a novel approach to clipping. Clipping of an audio signal was formulated as a sequence of constrained optimization problems aimed at minimizing perceptible clipping-induced distortion. A comparative evaluation of the presented perception-based clipping technique and existing clipping techniques was performed using two objective measures of perceptual sound quality. For both measures, the application of the presented clipping technique was observed to result in consistently higher scores as compared to existing clipping techniques.
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