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ABSTRACT

In this paper we propose new nonparametric Rényi, Tsallis, and $L_2$ divergence estimators and demonstrate their applicability to mutual information estimation and independent subspace analysis. Given two independent and identically distributed samples, a “naïve” divergence estimation approach would simply estimate the underlying densities, and plug these densities into the corresponding integral formulae. In contrast, our estimators avoid the need to consistently estimate these densities, and still they can lead to consistent estimations. Numerical experiments illustrate the efficiency of the algorithms.

1. INTRODUCTION

Many statistical, artificial intelligence, and machine learning problems require efficient estimation of the divergence between two distributions. This problem is challenging when the density functions are not given explicitly, or they are not members of any parametric family, and parametric approaches cannot be applied. We assume that only two finite, independent and identically distributed (i.i.d.) samples are given from the two underlying distributions.

The Rényi-$\alpha$, Tsallis-$\alpha$, and $L_2$ divergences are important special cases of probability divergences. Divergence estimators generalize entropy estimators and can also be applied to mutual information estimation. Entropy estimators are important, e.g., in goodness-of-fit testing, parameter estimation in semi-parametric models, studying fractal random walks, and texture classification. Mutual information estimators have been used, e.g., in feature selection, clustering, causality detection, optimal experimental design, fMRI data processing, prediction of protein structures, boosting, and facial expression recognition. Both entropy estimators and mutual information estimators have been used for image registration, as well as for independent component and subspace analysis\cite{1, 2}. For further applications, see\cite{3}.

An indirect way to obtain the desired estimates would be to use a “plug-in” estimation scheme—first, apply a consistent density estimator for the underlying densities, and then plug them into the desired formula. The unknown densities, however, are nuisance parameters in the case of divergence estimation, and we would prefer to avoid estimating them. Furthermore, density estimators usually have tunable parameters, and we may need expensive cross validation to achieve good performance.

The most relevant existing work to this paper is \cite{4, 5}, where an estimator for the KL-divergence was provided. \cite{6, 7} investigated the Rényi divergence estimation problem but assumed that one of the two density functions is known. \cite{8} developed algorithms for estimating the Shannon entropy and the KL-divergence for certain parametric families. Recently, \cite{9} developed methods for estimating $f$-divergences using their variational characterization properties. This approach involves solving a convex minimization problem over an infinite-dimensional function space. For certain function classes defined by reproducing kernel Hilbert spaces (RKHS), however, they were able to reduce the computational load from solving infinite-dimensional problems to solving $n$-dimensional problems, where $n$ denotes the sample size. When $n$ is large, solving these convex problems can still be very demanding. Furthermore, choosing an appropriate RKHS also introduces questions regarding model selection. An appealing property of our estimators is that we do not need to solve minimization problems over function classes; we only need to calculate certain $k$-nearest-neighbor ($k$-NN) based statistics.

Our work borrows ideas from\cite{3} and\cite{10}, who considered Shannon and Rényi-$\alpha$ entropy estimation from a single sample. In contrast, we propose divergence estimators using two independent samples. Recently, \cite{11, 12} proposed a method for consistent Rényi information estimation, but this estimator also uses one sample only and cannot be used for estimating divergences.

The paper is organized as follows. In the next section, we introduce the Rényi, Tsallis, and $L_2$ divergences, and formally define our estimation problem. Section 3 contains our proposed divergence estimators, and here we also present our theoretical results about asymptotic unbiasedness and consistency. In Section 4 we collect the technical tools that we need for proving consistency and also present a brief sketch of the proofs. We describe how the proposed divergence estimators can be used for mutual information estimation in Section 5. We will also use these estimators for the independent subspace analysis problem (Section 6). Section 7 contains the results of our numerical experiments that demonstrate the applicability and the consistency of the estimators. Finally, we conclude with a discussion of our work.

Notation: Let $B(x,R)$ denote the closed ball around $x \in \mathbb{R}^d$ with radius $R$, and let $V(B(x,R)) = cR^d$ be its volume, where $c = \pi^{d/2}/\Gamma(d/2 + 1)$ stands for the volume of a $d$-dimensional unit ball. We use $X_n \rightarrow_x X$ and $X_n \rightarrow_d x$ to represent convergence of random variables in probability and in distribution, respectively. $F_n \rightarrow_d F$ will denote the weak convergence of distribution functions. The set where density $p$ is strictly positive is denoted by $\text{supp}(p)$. If $y \in \mathbb{R}^{d_y}$, $z \in \mathbb{R}^{d_z}$ are column vectors, then $x = [y; z] \in \mathbb{R}^{d_y + d_z}$ denotes the column vector given by the concatenation of components $y$ and $z$.

2. DIVERGENCES

Let $p$ and $q$ be densities over $\mathbb{R}^d$, and $\alpha \in \mathbb{R} \setminus \{1\}$. The Rényi-$\alpha$ \cite{13}, Tsallis-$\alpha$ \cite{14}, and $L_2$ divergences are defined respectively as follows.
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Definition 1. 
\[
R_\alpha(p||q) = \frac{1}{\alpha - 1} \log \int p^\alpha(x) q^{-\alpha}(x) \, dx,
\]
\[
T_\alpha(p||q) = \frac{1}{\alpha - 1} \left( \int p^\alpha(x) q^{-\alpha}(x) \, dx - 1 \right),
\]
\[
L(p||q) = \left( \int (p(x) - q(x))^2 \, dx \right)^{1/2}.
\]

Since 
\[
\lim_{\alpha \to 1} R_\alpha(p||q) = \lim_{\alpha \to 1} T_\alpha(p||q) = KL(p||q) = \int p \log \frac{p}{q} \, dx,
\]
where KL stands for the Kullback–Leibler divergence, we define \(R_1(p||q)\) and \(T_1(p||q)\) to be \(KL(p||q)\). The following equations summarize the behavior of the \(R_\alpha(p||q), T_\alpha(p||q)\) divergences as a function of \(\alpha\).

Properties 2. 
\[
\alpha < 0 \Rightarrow R_\alpha(p||q) \leq 0, \quad T_\alpha(p||q) \leq 0, \quad L(p||q) \leq 0, \quad \alpha = 0 \Rightarrow R_\alpha(p||q) = T_\alpha(p||q) = 0, \quad L(p||q) \geq 0.
\]

We are now prepared to formally define the goal of our paper. Given two independent i.i.d. samples from distributions with densities \(p\) and \(q\), respectively, we provide \(L_2\)-consistent estimators for the following quantities:
\[
D_\alpha(p||q) = \int p^\alpha(x) q^{-\alpha}(x) \, dx,
\]
\[
L^2(p||q) = \int (p(x) - q(x))^2 \, dx.
\]

3. THE ESTIMATORS

In this section we introduce our estimator for \(D_\alpha(p||q)\) and \(L^2(p||q)\). From now on we will assume that \(\text{supp}(q) \subseteq \text{supp}(p)\) and rewrite (1) and (2) as
\[
D_\alpha(p||q) = \int_{\mathcal{M}} \left( \frac{q(x)}{p(x)} \right)^{1-\alpha} p(x) \, dx,
\]
\[
L^2(p||q) = \int_{\mathcal{M}} (p(x) - 2q(x) + q^2(x)/p(x)) \, dx.
\]

where \(\mathcal{M} = \text{supp}(p)\). Let \(X_{1,N} \sim (X_1, \ldots, X_N)\) be an i.i.d. sample from a distribution with density \(p\), and similarly let \(Y_{1,N} \sim (Y_1, \ldots, Y_N)\) be an i.i.d. sample from a distribution having density \(q\). Let \(p_X(x)\) denote the Euclidean distance of the \(k\)th nearest neighbor of \(x\) in the sample \(X_{1,N} \setminus \{x\}\), and similarly let \(q_X(x)\) denote the Euclidean distance of the \(k\)th nearest neighbor of \(x\) in the sample \(Y_{1,M} \setminus \{x\}\). We will prove that the following estimators are consistent under certain conditions:
\[
\widehat{D}_\alpha(X_{1:N}\|Y_{1:M}) = \frac{1}{N} \sum_{n=1}^N \left( \frac{(N-1)p_\alpha^q(X_n)}{M q_\alpha^p(X_n)} \right)^{1-\alpha} B_{k\alpha},
\]
where \(B_{k\alpha} \equiv \frac{\Gamma(k^2)}{\Gamma((k-1)^2) \Gamma(k+\alpha-1)}\), \(k > |1 - \alpha|\), and \(d\) is the dimension of \(X_n\) and \(Y_m\).

\[
\widehat{L}^2(X_{1:N}\|Y_{1:M}) = \frac{1}{N} \sum_{n=1}^N \left[ \frac{1}{(N-1)p_\alpha^q(X_n)} - \frac{2(k-1)}{Mr_\alpha^p(X_n)} \right. \]
\[
\left. + \frac{(N-1)p_\alpha^q(X_n)(k-2)(k-1)}{Mr_\alpha^p(X_n)^2} \right].
\]

where \(k > 2\), \(1 > \alpha\) and \(\gamma = \pi^{(d/2)/(d/2+1)}\).

Let \(p, q\) be bounded away from zero, bounded from above, and uniformly continuous density functions. Let \(\mathcal{M} = \text{supp}(p)\) be a finite union of bounded convex sets. We have the following main theorems.

Theorem 3 (Asymptotic unbiasedness). If \(k > |1 - \alpha|\), then \(\lim_{N,M\to\infty} E[\widehat{D}_\alpha] = \hat{D}_\alpha\), i.e., the estimators are asymptotically unbiased.

Theorem 4 (\(L_2\) consistency). If \(k > 2|1 - \alpha|\), then we have that \(\lim_{N,M\to\infty} E[(\hat{D}_\alpha - \hat{D}_\alpha)^2] = 0\) and \(\lim_{N,M\to\infty} E[(\hat{D}_\alpha - \hat{D}_\alpha)^2] = 0\), i.e., the estimators are \(L_2\) consistent.

4. CONSISTENCY PROOFS

4.1 General Tools

We will need a couple of lemmas to be able to prove the main theorems of the previous section. This section collects these tools. The sketch of the proofs will be given in Section 4.3.

Lemma 5 (Lebesgue (1910)). If \(\mathbb{R}^d \supseteq \mathcal{M}\) is a Lebesgue measurable set, and \(g \in L_1(\mathcal{M})\), then for any sequence \(\alpha_n \to 0\), \(\delta_n > 0\), and for almost all \(x \in \mathcal{M}\), there exists an \(n_0(x, \delta) \in \mathbb{Z}^+\) such that if \(n > n_0(x, \delta)\), then
\[
g(x) - \delta < \frac{\int_{\mathcal{B}(x, \alpha_n)} g(t) \, dt}{\mathcal{V}(\mathcal{B}(x, \alpha_n))} < g(x) + \delta.
\]

We will also need a stronger property; namely, we want it to hold uniformly over \(x \in \mathcal{M}\). If \(g\) is uniformly continuous on \(\mathcal{M}\), then the following lemma also holds:

Lemma 6. Let \(g \in L_1(\mathcal{M})\) be uniformly continuous function on \(\mathcal{M}\). Then for any \(\alpha_n \to 0\) and \(\delta > 0\), there exists \(n_0 = n_0(\delta) \in \mathbb{Z}^+\) (independent of \(x\)) such that if \(n > n_0\), then for almost all \(x \in \mathcal{M}\)
\[
g(x) - \delta < \frac{\int_{\mathcal{B}(x, \alpha_n) \cap \mathcal{M}} g(t) \, dt}{\mathcal{V}(\mathcal{B}(x, \alpha_n) \cap \mathcal{M})} < g(x) + \delta.
\]

As we proceed we will frequently use the following lemma:

Lemma 7 (Moments of the Erlang distribution). Let \(f_{\alpha,k}(u) = \frac{1}{\Gamma(k)} x^{\alpha-1} \exp(-x)\alpha u^{k-1}\) be the density of the Erlang distribution with parameters \(\alpha > 0\) and \(\alpha \in \mathbb{Z}^+\). Let \(\gamma \in \mathbb{R}\) such that \(\gamma + k > 0\). Then the \(\gamma\)th moments of this Erlang distribution can be calculated as \(\int_0^\infty u^{\gamma} f_{\alpha,k}(u) \, du = (\lambda x)^{-\gamma} \frac{\Gamma(k + \gamma)}{\Gamma(k)}\).

By the Portmanteau lemma [15] we know that the weak convergence of \(X_n \to X\) implies that \(\mathbb{E}[g(X_n)] \to \mathbb{E}[g(X)]\) for every continuous bounded function \(g\). However, generally it is not true that if \(X_n \to X\), then \(\mathbb{E}[X_n^\gamma] \to \mathbb{E}[X^\gamma]\). For this property to hold, the series \(\{X_n\}_{n=1}^\infty\) of random variables should be asymptotically uniformly integrable too. The following lemma provides a sufficient condition for this.

Lemma 8 (Limit of moments, [15]). Let \(X_n \to X, 0 \leq X_n, X, \gamma \in \mathbb{R}\). If there exists an \(\varepsilon > 0\) such that \(\lim_{n \to \infty} \mathbb{E}[X_n^{1+\varepsilon}] < \infty\), then the series \(\{X_n\}_{n=1}^\infty\) is asymptotically uniformly integrable, and \(\lim_{n \to \infty} \mathbb{E}[X_n^\gamma] = \mathbb{E}[X^\gamma]\).
4.2 k-NN Based Density Estimators

In the remainder of this paper we will heavily exploit some properties of k-NN based density estimators. In this section we define these estimators and briefly summarize their most important properties.

k-NN density estimators operate using only distances between the observations in a given sample \((X_1, N)\) or \((Y_1, M)\) and their \(k\)th nearest neighbors. [16] define the k-NN based density estimators of \(p\) and \(q\) at \(x\) as follows.

**Definition 9** (k-NN based density estimators).

\[
\hat{p}_k(x) = \frac{k/N}{V(B(x, p_k(x)))} \frac{k}{Nc\rho^2_k(x)}, \tag{9}
\]

\[
\hat{q}_k(x) = \frac{k/M}{V(B(x, q_k(x)))} \frac{k}{M\sigma^2_k(x)}. \tag{10}
\]

The following theorems show the consistency of these density estimators.

**Theorem 10** (k-NN density estimators, convergence in probability). If \(k = k(N)\) denotes the number of neighbors applied at sample size \(N\) in the k-NN density estimator, \(\lim_{N \to \infty} k(N) = \infty\), and \(\lim_{N \to \infty} N/k(N) = \infty\), then \(\hat{p}_k(x) \to p(x)\) for almost all \(x\).

**Theorem 11** (k-NN density estimators, almost sure convergence in sup norm). If \(\lim_{N \to \infty} k(N)/\log(N) = \infty\) and \(\lim_{N \to \infty} N/k(N) = \infty\), then \(\lim_{N \to \infty} \sup x |\hat{p}_k(x) - p(x)| = 0\) almost surely.

Note that these estimators are consistent only when \(k(N) \to \infty\). We will use these density estimators in our proposed divergence estimators; however, we will keep \(k\) fixed and will still be able to prove their consistency.

4.3 Proof Outline for Theorems 3-4

We can see from (9) that the k-NN estimation of \(1/p(x)\) is simply \(Nc\rho^2_k(x)/k\). Using Lemma 5, we can prove that the distribution of \(Nc\rho^2_k(x)\) converges weakly to an Erlang distribution with mean \(k/p(x)\), and variance \(k/p^2(x)\) [3]. In turn, if we divide \(Nc\rho^2_k(x)\) by \(k\), then asymptotically it has mean \(1/p(x)\) and variance \(1/(kp^2(x))\). It implies that indeed (in accordance with Theorems 10–11) \(k\) should converge to infinity in order to get a consistent estimator, otherwise the variance will not disappear. On the other hand, \(k\) cannot grow too fast: if say \(k = N\), then the estimator would be simply \(c\rho^2_k(x)\), which is a useless estimator since it is asymptotically zero whenever \(x \in \text{supp}(p)\).

Luckily, in our case we do not need to apply consistent density estimators. The trick is that \((3)-(4)\) have special forms; each term inside these equations has \(\int p(x)q(x)dx\) form. In (5)–(6), each of these terms is estimated by

\[
\frac{1}{N} \sum_{i=1}^{N} (\hat{p}_k(X_i))^\gamma (\hat{q}_k(X_i))^\beta B_k, \tag{11}
\]

where \(B_k, \gamma, \beta\) is a correction factor that ensures asymptotic unbiasedness. Using Lemma 5, we can prove that the distributions of \(\hat{p}_k(X_i)\) and \(\hat{q}_k(X_i)\) converge weakly to the Erlang distribution with means \(k/p(X_i)\), \(k/q(X_i)\) and variances \(k/p^2(X_i)\), \(k/q^2(X_i)\), respectively [3]. Furthermore, they are conditionally independent for a given \(X_i\). Therefore, “in the limit” (11) is simply the empirical average of the products of the \(\gamma\)th and \(\beta\)th powers of independent Erlang distributed variables. These moments can be calculated by Lemma 7. For a fixed \(k\), the k-NN density estimator is not consistent since its variance does not vanish. In our case, however, this variance will disappear thanks to the empirical average in (11) and the law of large numbers.

While the underlying ideas of this proof are simple, there are a couple of serious gaps in it. Most importantly, from the Lebesgue lemma (Lemma 5) we can guarantee only the weak convergence of \(\hat{p}_k(X_i), \hat{q}_k(X_i)\) to the Erlang distribution. From this weak convergence we cannot imply that the moments of the random variables converge too. To handle this issue, we will need to put some extra conditions on the densities \(p\) and \(q\) in Theorems 3–4. Due to the lack of space, we omit the details.

5. Mutual Information Estimation

In this section we demonstrate that the proposed divergence estimators can also be used to estimate mutual information. Let \(p: \mathbb{R}^d \to \mathbb{R}\) be the density of a \(d\)-dimensional distribution with \((p_i)_{i=1}^d\) marginal densities. The mutual information \(I(p)\) is the divergence between \(p\) and the product of the marginal densities \((\prod_{i=1}^d p_i)\). Particularly, for the \(L_2\) divergence we have that \(I_L(p) = I(p)\prod_{i=1}^d p_i\), and for the Rényi divergence it is given by \(I_{\alpha}(p) = \frac{1}{\alpha-1} \log \prod_{i=1}^d p_i\). When \(\alpha \to 1\), then \(I_{\alpha}\) converges to the Shannon mutual information. If we are given a sample \(X_1, \ldots, X_N\) from \(p\), we can estimate the mutual information as follows. We form one set of size \(N\) by setting aside the first \(N\) samples. We build another sample by randomly permuting the coordinates of the remaining \(N\) observations independently for each coordinate to form \(N\) independent instances sampled from \(\prod_{i=1}^d p_i\). Using these two sets, we can estimate \(I(p)\).

We note that we need to split the \(2N\) sample points only because our consistency theorems require independent samples from \(p\) and \(q\). However, in practice we found that mutual information estimators ((5)–(6)) are consistent even if we do not do this, but instead use the full set of samples for \(p\) as well as for \(\prod_{i=1}^d p_i\).

6. Independent Subspace Analysis

In this section we briefly summarize the independent subspace analysis (ISA) problem [17]. Assume that we have \(J\) hidden, independent, multidimensional \(S^i \in \mathbb{R}^{d_i}\) source components \((j = 1, \ldots, J)\). Suppose also that at time step \(i\), only their instantaneous linear mixture is available for observation

\[
O_i = AS_i, \quad (i = 1, 2, \ldots) \tag{12}
\]

where \(S_i = [S_1^i; \ldots; S_J^i] \in \mathbb{R}^D\) is a vector concatenated of components \(S_j^i = (d = \sum_{j=1}^d d_j)\), and \(S_j^i\) denotes the \(j\)th hidden source component at time step \(i\). We also assume that \(S_i\)'s are i.i.d. in time \(i\), and \(S_j\)'s are non-Gaussian and jointly independent. The mixing matrix \(A \in \mathbb{R}^{D \times D}\) is assumed to be invertible. The goal of the ISA problem is to estimate the original sources \(S_i\) by using observations \(O_i\) only. If \(d_j = 1\) \((V = 2)\), then the ISA problem reduces to independent component analysis (ICA) [18].

The identification of the ISA model is ambiguous. Nonetheless, the ambiguities are simple [19]: Hidden multidimensional components can be determined up to permutation and up to invertible transformation within the subspaces. In ISA, we search for the so-called demixing matrix \(W \in \mathbb{R}^{D \times D}\) with which we estimate the source \(S: \hat{S} = WO\). According to the ambiguities of the ISA problem, when the estimation is perfect, the global transform \(G = WA\) is a block-permutation matrix. This property can be measured by a simple extension
when we increase the sample sizes

7. Demonstration of Consistency

7.2 Mutual Information Estimation

Figure 1: Estimated vs. true divergence as a function of the sample size. The red line indicates the true divergence. The number of nearest neighbors \( k \) was set to 4. (a) The results of five independent experiments are shown for estimating \( D_\alpha(p||q) \) with \( \alpha = 0.7 \). (b) Results for estimating \( L(p||q) \) from 50 runs. The means and standard deviations of the estimations are shown using error bars.

of the Amari index [20] as follows. (i) Let the component dimensions and their estimations be ordered in increasing order \( (d_1 \leq \ldots \leq d_j, \hat{d}_1 \leq \ldots \leq \hat{d}_j) \). (ii) decompose \( G \) into \( d_i \times d_i \) blocks \( (G = \{G^{ij}\}_{i,j=1,\ldots,J}) \), and (iii) define \( g^{ij} \) as the sum of the absolute values of the elements of the matrix \( G^{ij} \in \mathbb{R}^{d_i \times d_i} \). Then the Amari index adapted to the ISA task of different component dimensions is defined as follows:

\[
r(G) = \kappa \left[ \sum_{i=1}^{J} \left( \frac{\sum_{j=1}^{J} g^{ij}}{\max_j g^{ij}} - 1 \right) + \sum_{j=1}^{J} \left( \frac{\sum_{i=1}^{J} g^{ij}}{\max_i g^{ij}} - 1 \right) \right],
\]

where \( \kappa = 1/(2J(J-1)) \). One can see that \( 0 \leq r(G) \leq 1 \) for any matrix \( G \), and \( r(G) = 0 \) if and only if \( G \) is a block-permutation matrix with \( d_i \times d_i \) sized nonzero blocks, and \( r(G) = 1 \) in the worst case.

Our proposed ISA method is as follows. According to the "ICA separation principle" [2, 17], the ICA problem can be solved by an ICA preprocessing step and then clustering the ICA elements into statistically dependent groups. For the ICA preprocessing we used the FastICA algorithm [21], and for the clustering task we estimated the pairwise mutual information of the ICA elements using the proposed Rényi \((I_\alpha)\) and \(L_2\) based \((I_L)\) estimators ((5)-(6)). This ISA algorithm needs to know the number of subspaces \( J \), but it does not need to know the true dimensions of the hidden subspaces.

7. NUMERICAL EXPERIMENTS

7.1 Demonstration of Consistency

In this section we present a few numerical experiments to demonstrate the consistency of the proposed divergence estimators. We run experiments on normal distributions because in this case the divergences have known closed-form expressions, and thus it is easy to evaluate our methods.

In Figure 1 we display the performances of the proposed \( \hat{L} \) and \( \hat{D}_\alpha \) divergence estimators when the underlying densities were zero-mean 2-dimensional Gaussians with randomly chosen covariance matrices. Our results demonstrate that when we increase the sample sizes \( N \) and \( M \), then the \( \hat{L} \) and \( \hat{D}_\alpha \) values converge to their true values. For simplicity, in our experiments we always set \( N = M \).

7.2 Mutual Information Estimation

In this experiment our goal is to estimate Shannon information. For this purpose, we selected a 2d uniform distribution on \([-1/2, 1/2]^2\) rotated by \( \pi/4 \). Due to this rotation, the marginal distributions are no longer independent. Because our goal is to estimate the Shannon information, we used \( R_n \) and set \( \alpha = 1 - \sqrt{N} \) (so that \( \alpha \rightarrow 1 \)). Figure 2(a) shows the original samples as well as the independent samples from the product of the marginal distributions. Figure 2(b) demonstrates the consistency of the algorithm; as we increase the sample size, the estimator approaches the Shannon information.

Figure 2: Estimated vs. true Rényi information as a function of sample size. (a) The red line shows the true marginal information. The sample size was varied between 20 and 20000, \( k \) was set to 4. The error bars are calculated from 50 independent runs.

7.3 ISA Experiments

We illustrate the efficiency of the presented nonparametric divergence estimators for the ISA problem. We tested our algorithms on two datasets. In the celebrites dataset, densities of \( S^0 \) correspond to 2-dimensional images \((d_1 = 2)\), see Fig. 3(a). We chose \( J = 10 \) components. In our second dataset, which we call \( d\)-spherical, the \( S^j \) components were spherical random variables. We sampled them randomly from the distribution of \( VU \), where \( U \) is uniformly distributed on the \( d\)-dimensional unit sphere, and the distribution of \( V \) was set to exponential, lognormal, and uniform, respectively (see Fig. 3(b)). The dimensions of the \( S^j \) components were set to \( d_1 = d_2 = 6 \), and \( d_3 = 8 \).

After the ICA preprocessing and the pairwise Rényi/\(L_2\) information estimation steps, we clustered the ICA components by using either a greedy clustering algorithm (celebrites dataset), or by using the \( \text{ncut} \) spectral clustering method (\(d\)-spherical dataset). In the mutual information estimators, the number of neighbors was set to \( k = 4 \). The sample size \( T \) was varied between 100 and 100000. \( \alpha \) was set to 0.997 when we estimated \( I_\alpha \).

We used the Amari index to measure the performance of our algorithms. Fig. 4(e) presents how the Amari index changes as a function of the sample size. The figure shows the mean curves of 12 independent runs on the studied datasets using the \( I_L \) and \( I_\alpha \) estimators. The figure demonstrates that (i) both the Rényi and \( I_L \) mutual information estimators can be used for solving the ISA problem. (ii) After a few thousand samples, the Amari indices decrease according to a power-law (the curves are linear on log-log scale). (iii) For small sample size, the \( I_\alpha \) estimator seems to perform better than \( I_L \).
Figure 3: Illustration of the celebrities (a) and d-spherical (b) datasets.

Figure 4: The divergence estimators on isA. Illustration of the estimations: (a)–(d), number of samples $T = 100 \, 000$. (a)–(c): celebrities, $I_n$, (d): d-spherical dataset, $I_L$ mutual information estimation. (a): observation ($O_1$), the first two 2-dimensional projections. (b): estimated components ($\hat{S}'$). (c)–(d): Hinton diagram of $G_\alpha$, approximately block-permutation matrices. (e): performance as a function of the sample number on log-log scale.

our task was to separate the mixture of one 8-dimensional and two 6-dimensional d-spherical subspaces.

8. CONCLUSION AND DISCUSSION

In this paper we proposed consistent nonparametric Rényi, Tsallis, and $L_2$ divergence estimators. We demonstrated their applicability to mutual information estimation and independent subspace analysis. There are several open questions left waiting for answers. Our empirical results indicate that the conditions of our consistency theorems could be extended. Currently, we do not know the rate of the estimators either. All of our theoretical results are asymptotic, and it would be important to derive finite sample bounds too.
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