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ABSTRACT

In this paper we discuss an approach to extract 3D gaze data
information from binocular eye-tracking data. Factors such
as tracking noise, tracking precision and observation
distance limit the resolution of gaze tracking in three
dimensions. We have developed a methodology, which uses
a model of the stereoscopic human visual system (HVS) to
analyze per-eye gaze data and to convert it into a something
we call stereoscopic volume-of-interest (SVOI). We have
found that using data from multiple observers increases the
tracking precision. We aim to find the link between number
of observers and tracking precision. This would allow one to
optimize the number of participants involved in 3D gaze-
tracking experiment, in order to achieve certain level of 3D
gaze tracking precision.

Index Terms— stereoscopic vision, binocular eye-
tracking, 3D region of interest

1. INTRODUCTION

Increased consumption of 3D content has brought the need
of detailed understanding of the human gaze behavior in
three dimensions. Such knowledge can be used in content
creation and region-of-interest based encoding. However,
there are two major problems in 3D gaze tracking
experiments: precision and number of participants. The
tracking precision can be increased in two ways — intelligent
handling of the data (e.g. fusion of binocular data and
filtering of the outliers) and fusing gaze data from multiple
observers.

We have developed a framework for extracting
stereoscopic volumes-of-interest (SVOIs) from gaze data
[1]. The method uses data obtained from multiple observers.
However, large number of observers increases the duration
and the cost of an experiment, and as well as the
computational time for data analysis. In this work we aim
uncover the link between number of observers and precision
of gaze position estimation, and estimate the number of
participants needed for sufficient estimation precision.

2. GAZE TRACKING IN THREE DIMENSIONS

Point-of-gaze (PoG) is the position where both eyes of an
observer are fixated. Gaze tracking is the process of
continuously measuring the PoG coordinated over time.
Currently, the achieved precision in tracking the gaze onto a
2D plane is 0.5° to 1°, or 1.5 cm at viewing depth (VD)
equal to 150 cm [2], 0.84 cm at VD = 60 cm [3], 0.73 cm at
VD =84 cm, 0.79 cm at VD = 50 cm [4], 0.66 cm at VD =
62.2 cm [5]. However, when measuring the gaze depth, i.e.
distance between observer and PoG, the achieved precision
is much lower. The accuracy is limited by two factors — the
angular precision of the eye-tracker and the fact that for a
constant angular error, the estimation error for absolute
depth grows quickly with the distance [6].

For still 3D images, the reported gaze depth
measurement accuracy is 3.93 cm for VD = 67.5 cm [7] and
2.6 cm at VD = 0.5 m [8]. By using a neural network
method, the Euclidean error has been reduced to 2.78 cm
with viewing depth of 50 cm [9].

The deviation of this magnitude is acceptable on the
large screens and low resolutions, but it is especially
problematic if portable 3D displays are used in eye-tracking
experiments [10][11][12].

In [6] the authors claim that the best precision can be
achieved at observation distance of 120 cm, with precision
becoming worse with smaller and larger distances. The
angular precision limits the possibility to estimate absolute
coordinates of the gaze, e.g. to distinguish which pixel is
being observed. On the other hand, the estimation of gaze
depth is a function of the observation distance. For a given
disparity estimation error, the error in estimating the
distance to an object increases exponentially with the
observation distance.

3. FUSION OF EYE-TRACKING DATA FROM
MULTIPLE OBSERVERS

Our method for deriving SVOIs from eye-tracking data has
five steps, as shown in Figure 1. First we collect eye-
tracking data from multiple observers and create gaze maps,
where each gaze map represents the gaze points of one
observer over a given period of time. Knowing the angular






