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ABSTRACT
This paper presents a novel hash-based distributed video coding (DVC) scheme that combines an accurate online correlation channel estimation (CCE) algorithm with an efficient side information refinement strategy, delivering state-of-the-art compression performance. The proposed DVC scheme applies layered bit-plane Wyner-Ziv coding and successively refines the CCE bit-plane-per-bit-plane during decoding. In addition, the side information is progressively refined upon decoding of distinct refinement levels, grouping specific frequency bands of the discrete cosine transform. The proposed system not only outperforms the benchmark in DVC but several state-of-the-art side information refinement techniques and CCE methods as well.

Index Terms—Distributed video coding, correlation channel estimation, successive refinement.

1. INTRODUCTION
Two main challenges in distributed video coding (DVC), also known as Wyner-Ziv (WZ) video coding, are (i) side information (SI) generation at the decoder by means of motion-compensated prediction and (ii) accurate capturing of the conditional dependency between the original source and its SI.

Common DVC schemes [1], [2] employ motion-compensated interpolation (MCI) to generate SI. Alas, the compression performance of MCI-based DVC architectures [2] deteriorates when the amount of motion in the sequence or the GOP size increases [2]. To improve the quality of the created SI, alternative DVC schemes employ hash-based motion estimation [1], [3] where proper hash information is transmitted to the decoder to support motion prediction. Additionally, joint decoding and SI refinement (SIR) has been shown to improve the compression performance.

In transform-domain WZ (TDWZ) systems, a post-processing procedure, including motion vector refinement and optimal reference frame selection to update the SI prior to the final coefficient reconstruction was proposed in [4]. Alternatively, repeated SI generation after the reconstruction of every discrete cosine transform (DCT) coefficient band was put forward in [5], where only the already available SI frame was used as a reference to further refine the SI. Similar to [5], reference information for SIR was extracted from the previous and the next reference frames in [6]. Performing SIR upon DC band decoding only was used in [7] without the need for an overcomplete DCT.

Regarding the second challenge in DVC, accurate modeling and correlation channel estimation (CCE) is essential. The majority of practical DVC solutions assume an additive noise channel, where the correlation noise (CN) is an independent memoryless zero-mean Laplacian distributed random variable [1]. Various stationarity levels of the CN have been considered. In TDWZ, the CN can be estimated for every frequency band per frame, as was performed online in [8]. Adjusting the correlation model per transform coefficient, comprising the finest estimation level, was carried out online in [8] as well. Alternatively, in [9] the parameters of the model in the transform-domain were derived by exploiting a pixel-domain CCE and the spatial correlation of the noise signal. An analogous concept was employed by the TRACE algorithm in [10], where progressive refinement of the noise variance upon decoding of each DCT band was carried out. A particle filtering approach to CCE that exploits the inter-bit-plane correlation in a TDWZ architecture, was proposed in [11]. The notion of side-information-dependent (SID) correlation noise was introduced in [12]. In [3], the SID noise model was utilized in a hash-based DVC (HDVC) architecture along with an efficient online band-level bit-plane-by-bit-plane successively refined CCE. It was theoretically and experimentally shown that an SID correlation channel improves the compression performance with respect to its SI-independent (SII) counterpart [3].

Advancing over [3], this work presents a novel HDVC system that marries both the concepts of online successively refined SID CCE and SIR, yielding state-of-the-art TDWZ compression performance. The proposed HDVC creates SI by means of hash-based overlapped block motion estimation and compensation (OBMEC) [3] which is successively refined over so-called refinement levels (RLs), consisting of a number of grouped DCT frequency bands. In contrast to [5], [6], the proposed technique derives high-quality SI with a limited number of RLs. Nested inside the SIR loop, an SID CCE is progressively refined per additional decoded bit-plane. The proposed SID CCE approach is not confined to a specific SI generation method, unlike the CCE.
technique from [8], which is limited to MCI-based DVC. Moreover, the presented SID CCE does not impose a fixed decoding order of the DCT frequency bands, unlike the TRACE [10] algorithm which impedes the decoding order of the proposed RLs. Experimental results corroborate the accuracy of the proposed CCE between the source and the successively refined SI, which outperforms state-of-the-art estimators [8], [10]. Moreover, with respect to alternative state-of-the-art DVC schemes, the proposed HDVC delivers superior compression performance.

The rest of the paper is organized as follows. Section 2 offers an overview of the proposed DVC architecture. Section 3 covers the proposed CCE algorithm, while Section 4 focuses on the SIR strategy. Section 5 provides experimental results and Section 6 concludes the paper.

2. SYSTEM ARCHITECTURE

The HDVC architecture, presented in this paper, is depicted in Fig. 1. At the encoder, the input sequence is split into key and WZ frames, which are organized in groups of pictures (GOPS) and coded similar to [3]. Namely, the key frames are coded using H.264/AVC Intra while the WZ frames undergo a 4×4 integer DCT followed by quantization and Slepian-Wolf (SW) coding, based on rate-adaptive low-density parity-check accumulate (LDPCA) codes, employing a feedback channel. The proposed system forms an additional hash for every WZ frame, according to the procedure in [3]. Namely, the hash consists of the most significant bit-plane of the downscaled WZ frame, which is spatially decorrelated with a binary counterpart of the LOCO-I edge adaptive predictor and arithmetic entropy coded [3].

At the decoder, the key frames and hash information are decoded and stored for SI generation. Each WZ frame is decoded in distinct stages, referred to as RLs. Every such RL comprises SI generation, SID CCE and WZ decoding of a specific set of DCT coefficient bands of the frame. Thus, starting from the hash information, the decoder gains more knowledge of the original WZ frame as more RLs are decoded. In this way, the quality of the SI generated at each RL is consecutively improved (see SIR loop in Fig. 1).

Within each RL, online SID CCE is executed for every frequency band belonging to that specific RL. Per band, the decoder produces soft-input from the CCE and each SI coefficient to decode the WZ bit-planes. Per decoded bit-plane of a band, the algorithm is executed again, thus enabling bit-plane-by-bit-plane progressively refined SID CCE (see CCE loop in Fig. 1). Hence, the presented HDVC consists of two nested refinement loops, refining both the SI and the CCE.

3. PROGRESSIVE SID CCE

The presented progressive SID CCE algorithm is compatible with a WZ architecture following a layered bit-plane approach. Let \( X, Y \) be the random variables representing the coefficients of a given frequency band in a specific RL in the original WZ and SI frame, respectively. We consider an additive noise channel, \( X = Y + N \), where \( N \) denotes the CN random variable. Adhering to an SID [3], [12] correlation channel concept, the dependency of the channel output \( X \) on the input \( Y \) is expressed by a conditional probability density function (pdf) \( f_{X|Y}(x|y) \), which is a Laplacian distribution centered on the realization \( y \) of the SI and of which the standard-deviation \( \sigma(y) \) varies depending on the particular realization \( y \). For the sake of practicality [3], a finite number of standard-deviations \( \sigma(y_k) \) are considered. In this way, every single \( \sigma(y_k) \) is assigned to all SI values indexed by \( y_k \in A_k = \{y_{k0}, y_{k1}, \ldots, y_{kN} \} \) via quantization.

Suppose that the coefficients in the band have been quantized using an \( L \)-bit quantizer. The proposed algorithm is initiated after SW decoding of the first bit-plane of the band. Any online CCE method, e.g., [8], [9] can be employed to this end. In our implementation, the initial \( \sigma(y_k) \) estimates are taken from the co-located frequency bands in the previously decoded WZ frame and the corresponding SI.

The proposed online algorithm uses the previously decoded bit-planes to refine the CCE for decoding the next bit-plane, hence enabling bit-plane-by-bit-plane progressive refinement. Specifically, let the binary tuples \( b_m, 1 \leq m \leq L \) represent the already SW decoded bit-planes of the coefficients in the band. The algorithm first combines these bit-planes to derive intermediate quantization indices \( q_m \), that...
constitute a coarse version of the band’s coefficients. The tuple $q_m$ demarcates $2^n$ quantization bins $q_m, \sigma$, enumerated by $\sigma \in \{0, 2^n-1\}$. In the next step, based on the available partial indices $q_m$ and the discretized SI coefficients $y_k \in A_j$ of the band, the algorithm empirically determines the joint pmf $P_{O,P}(q_m,y_k)$ by normalizing the histogram of joint observations $(q_m, y_k)$ for any $\sigma \in \{0, 2^n-1\}$ and $y_k \in A_j$. Given the joint pmf, the algorithm then derives the marginal pmf of the discretized SI coefficients as

$$p_r(y_k) = \frac{\sum_{\sigma \in \{0, 2^n-1\}} P_{O,P}(q_m,y_k)}{\sum_{\sigma \in \{0, 2^n-1\}}}, \quad \forall y_k \in A_j.$$ (1)

In the following step, the conditional probability mass function (pmf) $P_{O,P}(q_m|y_k)$ is empirically generated as

$$P_{O,P}(q_m|y_k) = \frac{P_{O,P}(q_m,y_k)}{p_r(y_k)}, \quad \forall y_k \in A_j.$$ (2)

Next, from the obtained conditional pmf per $y_k$, the algorithm derives the matching conditional pdf. Intuitively, per $y_k \in A_j$, the algorithm searches for the conditional pdf $f_{X,Y}(x|y)$ defined by $\sigma(y_k)$ that generates a conditional pmf matching the empirically obtained $P_{O,P}(q_m|y_k)$. This is achieved by solving the following equation:

$$P_{O,P}(q_m|y_k) = \int_{q_m}^{q_m+1} f_{X,Y}(x|y_k) dx = 0, \quad \forall y_k \in A_j,$$ (3)

where $q_m$ and $q_m+1$ are the upper and lower bound of the quantization interval corresponding to bin $q_m$. The method to derive the root of (3) and the proof of the uniqueness of the root are detailed in [3].

Subsequently, the resulting pdf $f_{X,Y}(x|y)$ is used to generate the soft-input to LDPCA decode the next bit-plane. As the number of already decoded bit-planes $m$ increases a finer representation of the source is available to the CCE algorithm and thus, $P_{O,P}(q_m|y_k)$ more closely matches the true correlation channel characteristics. This property of following a layered WZ coding approach is exploited by consecutively updating the model parameters after decoding every new bit-plane $b_{m+1}$. When all bit-planes have been decoded, i.e., $m = L$, the algorithm is executed again and the source samples are optimally reconstructed.

We remark that the accuracy of the proposed SID CCE algorithm is tuned by the assumed noise stationarity level and the number of quantization levels (QLs) $K$ of the SI coefficients. Concerning stationarity, the presented CCE can be carried out on any given collection of spatially neighboring coefficients in the band. Although regulating the CCE on small areas adjusts the noise component to the regional variation of the channel statistics, superior performance is not guaranteed since the number of samples for statistical inference diminishes. Analogously, although increasing the number of QLs $K$ captures the SID model better, online CCE might suffer from lack of statistical support. Experimental evidence has shown that, for the considered frame resolutions, applying CCE at the band-level and quantizing the SI using the same number of QLs per band as for the WZ frame, yields the best performance.

4. SIDE INFORMATION REFINEMENT

To enable SIR, a WZ frame is decoded in several RLs. The higher the number of RLs the more computational complexity due to repeated SI generation is imposed on the decoder. On the other hand, since the SI quality is progressively improved, the overall WZ rate and thereby the LDPCA soft-decoding complexity are reduced. In contrast to [5], [6], where block-based motion estimation was used during the refinement stages, the proposed system performs OBME. With respect to block-based techniques, OBME enables multi-hypothesis pixel-based motion-compensation producing high-quality SI at the cost of additional computations. Hence, to balance the aforementioned effects, the number of RLs in our scheme is set to three. In particular, every RL is built around specific frequency bands of the 4×4 DCT, which are assigned to the different RLs as shown in Fig. 2. The considered grouping is inspired by the distribution of the frequencies in the 4×4 DCT block.

In the first level, i.e., $RL_0$, the decoder uses the hash and already decoded key and/or WZ frames to create the initial SI $Y_0$ by means of OBMEC with sub-sampled matching (OBMEC/SSM) [3]. Because of the binary nature of the hash, motion search is executed using the Hamming distance as an error metric. This initial SI is used to decode the DC band of the WZ frame. The presented online progressive SID CCE algorithm is performed as in Section 3 based on which SW decoding and reconstruction of the DC coefficient band are carried out. Finally, the reconstructed DC coefficients and the coefficients of the SI $Y_0$ at the positions of the remaining RLs are concatenated and the inverse DCT is performed, yielding the partially decoded WZ frame $\hat{X}_0$.

The decoder then enters $RL_1$, where it has access to the partially decoded WZ frame $\hat{X}_0$ and hence it has more knowledge of the original WZ frame. This is exploited by performing OBMEC using $\hat{X}_0$ and the reference frames to generate the refined SI $Y_1$. Conversely to the OBMEC/SSM method used in $RL_0$, where motion estimation was carried out based on the hash, block matching is now performed at the original frame resolution using the traditional sum of absolute differences (SAD) error metric.

Given the updated SI $Y_1$, LPDCA decoding and reconstruction is carried out to obtain the reconstructed coefficients of every band in $RL_1$. The required soft information is extracted from the proposed bit-plane-by-bit-plane progressive SID CCE. It is important to note that although the previous stage $RL_0$ has already been decoded, the improved

<table>
<thead>
<tr>
<th>Refinement Level</th>
<th>DCT coefficient band(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RL_0$</td>
<td>0</td>
</tr>
<tr>
<td>$RL_1$</td>
<td>1, 2</td>
</tr>
<tr>
<td>$RL_2$</td>
<td>3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15</td>
</tr>
</tbody>
</table>

Fig. 2. Definition of the frequency bands per RL.
SI $Y_i$ is still useful to improve the quality of the reconstruction of the frequency band in $R_{L_0}$. To this end, SID CCE and reconstruction are executed again for the DC band comprising $R_{L_0}$ using the updated SI $Y_i$ and the already decoded bit-planes. Before entering the final RL, all updated frequency bands are gathered with the SI coefficients (belonging to still not decoded frequencies) and by inverse DCT the partially decoded WZ frame $\hat{X}_1$ is obtained.

The same SI generation process and WZ decoding is executed again in the last round of refinement, i.e., $R_{L_2}$, yielding the final reconstructed WZ frame $\hat{X} = \hat{X}_2$.

### 5. EXPERIMENTAL RESULTS

A first set of experiments illustrates the benefit of combining the proposed SID CCE and SIR approach in the presented HDVC architecture. First, both versions of our HDVC, i.e., with and without SIR, were equipped with the proposed online progressive SID CCE as well as the offline band-level SII CCE algorithm in [8]. The HDVC version without SIR additionally features the online SII coefficient-level channel estimator TRACE [10], which could not be integrated in the version supporting SIR since the fixed order in which the DCT frequency bands need to be decoded interferes with the pursued SIR strategy.

The compression performance of the different configurations of the proposed HDVC system is shown in Fig. 3. Four rate-distortion (RD) points per configuration are drawn using the quantization matrices 1, 5, 7 and 8 in [2] for the WZ frames and the corresponding quantization parameters for the key frames, as given in [2]. The results reveal that adopting the SID CCE in our HDVC without SIR increases the compression performance compared to when the TRACE [10] algorithm or the offline SII band-level method of [8] are used, with respective Bjøntegaard [13] rate savings of 2.20% and 4.19% for Foreman, and 3.99% and 6.09% for Soccer. Moreover, adding our proposed SIR technique significantly raises the average PSNR compared to [3], irrespective of the CCE algorithm. Although the increase in SI quality reduces the required rate for successful LPDCA decoding, and thereby the potential impact of CCE, the proposed progressive SID CCE method still brings rate savings of 1.69% and 5.22% over the offline SII band-level scheme in [8] for Foreman and Soccer, respectively.

In a second set of experiments, the compression performance of the proposed HDVC with and without SIR is compared against the DISCOVER and H.264/AVC Intra codecs, serving as benchmark, as well as against the alternative DVC solutions in [4] and [5] that also successively refine the SI. The experimental results for the Foreman and Soccer sequence in a GOP of 8 are shown in Fig. 4(a) and
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6. CONCLUSIONS

This paper introduced a novel DVC architecture that incorporates online bit-plane-by-bit-plane successively refined SID CCE in conjunction with an efficient SIR strategy, based on RLs comprised of grouped DCT frequency bands. Experimental results show increased compression performance due to the proposed SID CCE with respect to SII based offline CCE, both when SIR is activated or disabled. Moreover, the evaluation of the proposed codec with SIR confirms state-of-the-art compression performance that significantly advances over alternative DVC schemes with and without SIR.
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