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ABSTRACT

Doppler-shift target localization has recently attracted renewed interest due to its wide range of applications. In this paper we analyze the optimal sensor-target geometries for the Doppler-shift target localization problem where the position and velocity of a moving target are estimated from Doppler-shift measurements taken at stationary sensors. The analysis is based on minimizing the estimation uncertainty, which is equivalent to maximizing the determinant of the Fisher information matrix. In particular, the optimal geometries that maximize the estimation accuracy for target position only, velocity only, and both position and velocity, are investigated. The analytical findings are verified by numerical examples.

Index Terms— Optimal sensor placement, Doppler-shift measurement, localization, Fisher information matrix

1. INTRODUCTION

Position and velocity estimation of a moving object using Doppler-shift measurements has a long history [1, 2]. Recently this problem has attracted renewed interest due to its wide-ranging applications in radar, sonar, passive surveillance, wireless sensor networks, acoustic source localization, and satellite positioning and navigation [3–5]. Existing literature mainly focuses on examining the observability of a Doppler-shift sensor system [6, 7], and developing target localization and tracking algorithms for different applications [3–5]. In contrast, far less research attention has been given to the performance of Doppler-shift target localization. Among different factors such as measurement error, number of sensors, and transmitted wavelength, the sensor-target geometry plays a very important role in determining the performance of Doppler-shift target localization [7].

Focusing on the sensor-target geometry, numerical experiments were carried out in [8] to evaluate the localization performance of moving submarine targets with four and six fixed Doppler-shift sensors under different sensor geometries. Simulation results on the geometric dilution of precision (GDOP) for bi/multi-static Doppler-shift radar were reported in [7]. Recently, the optimal sensor placement for the Doppler-shift target localization problem of a stationary target using Doppler-shift measurements from multiple moving sensor platforms has been derived in [9], where the optimal angular separation between the sensors was shown to depend on the noise levels and the angular velocities of the sensors, and to be mathematically equivalent to the optimal angular separation problem for angle-of-arrival (AOA) localization in [10].

In this paper, we analyze the optimal sensor-target geometries for the Doppler-shift target localization problem in which the position and velocity of a moving target are estimated using the Doppler-shift measurements obtained from a number of stationary sensors. We adopt the minimization of the area of the estimation confidence region, which is equivalent to maximizing the determinant of the Fisher information matrix (FIM), as the optimality criterion for sensor-target geometries. This criterion, commonly known as the D-optimality criterion [11], has been widely used to derive the optimal sensor placement for different target localization problems [9–13].

Depending upon applications, one may aim to optimize the accuracy in position estimate only, velocity estimate only, or both position and velocity estimates. In this paper, we derive the optimal geometries for position estimate only. Our analysis shows that more than one optimal solution exists. An optimal solution is obtained when the sensor bearing angles have the absolute value of $\pi/3$ rad with a sign sequence $b_i \in \{1, -1\}$ minimizing $(\sum b_i/u_i)^2$, where $b_i$ is the sign of the bearing angle of the $i$th sensor and $u_i$ is a positive constant associated with the noise level and the sensor-target range of the $i$th sensor. Other optimal solutions can be generated from this optimal solution by reflecting one or more sensors about the target position. The optimal angular geometries for velocity estimate are more straightforward than those for position estimate because the FIM component corresponding to velocity estimate is mathematically equivalent to the FIM for AOA localization in [10] and range-based localization in [12]. This equivalence has been reported in [6]. A preliminary result on the optimal angular geometry for both position and velocity estimates is also provided for the case of equal noise variances and equal sensor-target distances with the number of sensors being a multiple of four. The paper concludes with numerical examples to corroborate the analytical findings.
with the error covariance matrix of \( T \) are the unknown target position and velocity, respectively. The Doppler-shift measurement at the \( i \)th sensor becomes

\[ f_i = f_{c,i} + e_i, \quad f_i = f_{c,i} \frac{2d_i}{c} = \frac{2 f_{c,i} (p - r_i)^T v}{d_i}. \] (1)

Here \( f_{c,i} \) is the carrier frequency of the transmitted signal at the \( i \)th sensor, \( d_i = \|p - r_i\| \) is the distance between the target and the \( i \)th sensor, \( c \) is the speed of signal propagation, and \( e_i \) is the zero-mean independent Gaussian noise error at the \( i \)th sensor. Note that the error covariance \( E\{e_i^2\} \) is usually dependent on the target-sensor distances among other things.

Normalizing \( f_i \) by the factor of \( 2 f_{c,i}/c \), the Doppler-shift measurement at the \( i \)th sensor becomes

\[ \tilde{z}_i = z_i + n_i \quad \text{with} \quad z_i = \frac{(p - r_i)^T v}{d_i} \] (2)

where \( n_i \) is the measurement error with \( E\{n_i^2\} = \sigma_i^2 \) (i.e., \( E\{e_i^2\} = 4 f_{c,i}^2 \sigma_i^2 / c^2 \)). Writing the Doppler shift measurement (2) in vector form gives

\[ \tilde{z} = z + n = [z_1, \ldots, z_N]^T + [n_1, \ldots, n_N]^T \] (3)

with the error covariance matrix of \( \Sigma = E\{nn^T\} = \text{diag}(\sigma_1^2, \ldots, \sigma_N^2) \).

Solving (3) for \( x = [p^T, v^T]^T \) in the least-squares sense requires at least four Doppler-shift measurements (i.e., \( N \geq 4 \)). However, more than one solution (ghost target) exists for \( N = 4 \) and hence prior information about the region where the target lies and the velocity range of the target is required [6]. Therefore, at least five Doppler-shift measurements (i.e., \( N \geq 5 \)) are needed to provide a unique solution for the unknown \( x \).

With the independent Gaussian noise error for Doppler-shift measurements, the FIM for the considered Doppler-shift target localization problem is given by

\[ \Phi = J_0^T \Sigma^{-1} J_0 \] (4)

where \( J_0 = [u_1, \ldots, u_N]^T \) is the Jacobian of \( z \) in (3) evaluated at the true value of \( x \) with

\[ u_i = \left[ \begin{array}{c} \frac{1}{\sqrt{2}} (v_x \sin \theta_i - v_y \sin \theta_i \cos \theta_i) \\ \frac{1}{\sqrt{2}} (v_y \cos \theta_i - v_x \sin \theta_i \cos \theta_i) \\ \cos \theta_i \\ \sin \theta_i \end{array} \right]. \] (5)

Here, \( \theta_i \) denotes the bearing angle of the \( i \)th sensor as illustrated in Fig. 1.

Without any loss of generality, we rotate the coordinate system so that \( v_x = V \) and \( v_y = 0 \), where \( V \) is the target speed. Consequently, the FIM becomes

\[ \Phi = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} u_i u_i^T = \begin{bmatrix} \Phi_{pp} & \Phi_{pv} \\ \Phi_{pv}^T & \Phi_{vv} \end{bmatrix} \] (6)

where

\[ \Phi_{pp} = \sum_{i=1}^{N} \frac{V^2}{\sigma_i^2 d_i^2} \left[ \begin{array}{cc} \sin^4 \theta_i & -\sin^3 \theta_i \cos \theta_i \\ -\sin^3 \theta_i \cos \theta_i & \sin^2 \theta_i \cos^2 \theta_i \end{array} \right] \]

\[ \Phi_{vv} = \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \left[ \begin{array}{cc} \cos^2 \theta_i & \sin \theta_i \cos \theta_i \\ \sin \theta_i \cos \theta_i & \sin^2 \theta_i \end{array} \right] \]

\[ \Phi_{pv} = \sum_{i=1}^{N} \frac{V}{\sigma_i^2 d_i} \left[ \begin{array}{cc} \sin^2 \theta_i \cos \theta_i & \sin^3 \theta_i \\ -\sin \theta_i \cos^2 \theta_i & -\sin^2 \theta_i \cos \theta_i \end{array} \right]. \] (7)

In practice, the true target velocity is not available, but it can be approximated by an estimate obtained from sensor measurements.

In this paper, we aim to derive the optimal sensor-target geometries for Doppler-shift target localization by minimizing the area of the estimation confidence region. For an efficient unbiased estimator, the area of 1-\( \sigma \) error ellipse, i.e., the 39.4% confidence region is inversely proportional to the determinant of the FIM matrix [14]. Thus, minimizing the area of the estimation confidence region is equivalent to maximizing the determinant of FIM. As a result, the optimization problem is now defined as

\[ \{\theta_1^*, \ldots, \theta_N^*\} = \arg \max_{\{\theta_1, \ldots, \theta_N\}} |\tilde{\Theta}| \] (8)

where \( |\cdot| \) denotes matrix determinant and \( \tilde{\Theta} \) is \( \Phi_{pp} \) (the FIM component corresponding to position estimate), \( \Phi_{vv} \) (the FIM component corresponding to velocity estimate), or the complete FIM matrix \( \Phi \) depending upon the optimization objective. It is noted that the Doppler-shift localization
algorithm under consideration is assumed to be nearly efficient and unbiased so that the estimation error covariance can be approximated by its Cramér-Rao lower bound (CRLB), i.e., the inverse of FIM, and the FIM in (6) can be used to characterize the estimation performance.

3. OPTIMAL GEOMETRY ANALYSIS

3.1. Optimal angular geometries for position estimate

To optimize the accuracy in position estimate, we aim to maximize the determinant of $\Phi_{pp}$ which is the FIM component corresponding to position estimate. From (7), the determinant of $\Phi_{pp}$ is given by

$$|\Phi_{pp}| = V^4 \left\{ \sum_{i=1}^{N} \frac{\sin^2 \theta_i}{\sigma_i^2 d_i^2} \sum_{i=1}^{N} \frac{\sin^2 \theta_i \cos^2 \theta_i}{\sigma_i^2 d_i^2} \right\} - \left( \sum_{i=1}^{N} \frac{\sin^3 \theta_i \cos \theta_i}{\sigma_i^2 d_i^2} \right)^2.$$  

To reveal the similarity between $|\Phi_{pp}|$ and the determinant of FIM for multistatic time-of-arrival localization with a single transmitter and multiple receivers in [15], we let $\alpha_i = 2 \theta_i$ and substitute $\theta_i = \alpha_i/2$ into (9), which yields

$$|\Phi_{pp}| = V^4 \left\{ \sum_{i=1}^{N} \left(1 - \cos \alpha_i \right)^2 \frac{\sin^2 \alpha_i}{\sigma_i^2 d_i^2} \right\} - \left( \sum_{i=1}^{N} \left(1 - \cos \alpha_i \right) \sin \alpha_i \right)^2.$$  

Let $\beta_i = \pi - \alpha_i$ (i.e., $\cos \alpha_i = \cos(\pi - \beta_i) = -\cos \beta_i$ and $\sin \alpha_i = \sin(\pi - \beta_i) = \sin \beta_i$). Then $|\Phi_{pp}|$ becomes

$$|\Phi_{pp}| = V^4 \left\{ \sum_{i=1}^{N} \frac{1 + \cos \beta_i}{\sigma_i^2 d_i^2} \sum_{i=1}^{N} \frac{\sin^2 \beta_i}{\sigma_i^2 d_i^2} \right\} - \left( \sum_{i=1}^{N} \frac{1 + \cos \beta_i \sin \beta_i}{\sigma_i^2 d_i^2} \right)^2.$$  

Let $\beta_i = \pi - \alpha_i$ (i.e., $\cos \alpha_i = \cos(\pi - \beta_i) = -\cos \beta_i$ and $\sin \alpha_i = \sin(\pi - \beta_i) = \sin \beta_i$). Then $|\Phi_{pp}|$ becomes

To find the optimal angular geometry, $|\Phi_{pp}|$ is maximized with respect to $\beta_1, \ldots, \beta_N$ for given values of $\sigma_1, \ldots, \sigma_N$, $d_1, \ldots, d_N$. The optimal values of $\theta_1, \ldots, \theta_N$ then follow from $\theta_i = (\pi - \beta_i)/2$. Note that the optimal angular geometry for position estimate does not depend on the target speed $V$.

The solution for maximizing (11) in terms of $\beta_1, \ldots, \beta_N$ is given as follows [15]. For given values of $\sigma_1, \ldots, \sigma_N$, $d_1, \ldots, d_N$, $|\Phi_{pp}|$ is maximized at

$$|\Phi_{pp}|_{\text{max}} = \frac{27 V^2}{256} \left[ \sum_{i=1}^{N} \frac{1}{\sigma_i^4 d_i^4} \right]^2 - \left( \sum_{i=1}^{N} \frac{b_i^*}{\sigma_i^2 d_i^2} \right)^2.$$  

3.2. Optimal angular geometries for velocity estimate

Referring to (7), the determinant of $\Phi_{vv}$, the FIM component corresponding to velocity estimate, is given by

$$|\Phi_{vv}| = \frac{1}{4} \left\{ \sum_{i=1}^{N} \frac{1}{\sigma_i^2} \right\}^2 - \left( \sum_{i=1}^{N} \frac{\sin 2\theta_i}{\sigma_i^2} \right)^2 - \left( \sum_{i=1}^{N} \frac{\cos 2\theta_i}{\sigma_i^2} \right)^2.$$  

which is mathematically equivalent to the determinant of the FIM for AOA localization [10] and range-based localization [12]. The solution for maximizing (14) with respect to $\theta_1, \ldots, \theta_N$ can be found in [10].
3.3. Preliminary results on optimal geometries for both position and velocity estimates

The optimal angular geometries for position estimate and for velocity estimate obtained in sections 3.1 and 3.2 are different. In many applications, the estimation accuracies in both target position and velocity are required to be optimal. This can be achieved by maximizing the determinant of $\Phi$ in (6). However, $\Phi$ is a $4 \times 4$ matrix and hence deriving a closed-form solution for maximizing $|\Phi|$ is a very challenging task.

Optimal geometries produce diagonally dominant, or where possible, diagonal FIMs. In what follows we propose a method for finding the optimal geometry for $N = 4k$ ($k = 1, 2, \ldots$) with $\sigma_1 = \cdots = \sigma_N = \sigma$ and $d_1 = \cdots = d_N = d$.

As $\Phi$ is a symmetric positive semi-definite matrix, i.e, $\Phi \geq 0$, the following Hadamard’s inequality holds [16]

$$\Phi \leq \phi_{11} \phi_{22} \phi_{33} \phi_{44}$$

where $\phi_{11}, \ldots, \phi_{44}$ are the diagonal elements of $\Phi$. The equality in (15) holds if and only if $\Phi$ is diagonal. Using (7) and (15), we obtain

$$|\Phi| \leq \frac{V^4}{\sigma^4 d^4} \left( \sum_{i=1}^{N} a_i^2 \sum_{i=1}^{N} (1 - a_i) \sum_{i=1}^{N} (1 - a_i) \sum_{i=1}^{N} a_i^2 \right)^2$$

where $a_i = \sin^2 \theta_i$. Applying the arithmetic and harmonic means inequality [17], we have

$$|\Phi| \leq |\Phi| \leq \frac{V^4}{4\sigma^4 d^4} \left( \sum_{i=1}^{N} a_i^2 \sum_{i=1}^{N} (1 - a_i) \sum_{i=1}^{N} (1 - a_i) \sum_{i=1}^{N} a_i^2 \right)^2$$

with equality if and only if $\sum_{i=1}^{N} a_i^2 \sum_{i=1}^{N} (1 - a_i) = \sum_{i=1}^{N} a_i (1 - a_i) \sum_{i=1}^{N} a_i$, which is achieved when $N \sum_{i=1}^{N} a_i^2 = (\sum_{i=1}^{N} a_i)^2$. Based on the power mean inequality [17], this can only be achieved when $a_1 = \cdots = a_N$.

To maximize the term inside the square operation of (17)

$$f = N \sum_{i=1}^{N} a_i^2 - 2 \sum_{i=1}^{N} a_i \sum_{i=1}^{N} a_i + \left( \sum_{i=1}^{N} a_i \right)^2$$

we set

$$\frac{\partial f}{\partial a_i} = 2 \left\{ \left( N - 2 \sum_{i=1}^{N} a_i \right) a_i + \left( \sum_{i=1}^{N} a_i - \sum_{i=1}^{N} a_i^2 \right) \right\} = 0.$$  

Noting that $N - 2 \sum_{i=1}^{N} a_i = 0$ and $\sum_{i=1}^{N} a_i - \sum_{i=1}^{N} a_i^2 = 0$ cannot hold at once because it requires $\sum_{i=1}^{N} a_i = \sum_{i=1}^{N} a_i^2 = N/2$ which cannot be satisfied as $0 \leq a_i \leq 1$, (19) is satisfied for all $i = 1, \ldots, N$ if

$$a_1 = \cdots = a_N = \frac{\sum_{i=1}^{N} a_i - \sum_{i=1}^{N} a_i^2}{N - 2 \sum_{i=1}^{N} a_i}.$$  

Hence $f$ has two critical points:

- Minimum point: $a_1 = \cdots = a_N = 0$ if $f = 0$.
- Maximum point: $a_1 = \cdots = a_N = 2/3$ with $f = \frac{8N^2}{27}$.

From the above analysis, we can see that $\sin^2 \theta_i = 2/3$ for all $i = 1, \ldots, N$ satisfy the equality conditions of (16) and (17) as well as maximizing $f$ in (18). To satisfy the equality condition of (15) (i.e., $\Phi$ is diagonal), the number of sensors is required to be a multiple of four ($N = 4k$ with $k = 1, 2, \ldots$). Thus, the optimal geometry is given by

$$\theta_i = \frac{\arcsin(2/3) - 180^\circ}{N} = -125.26^\circ, i = 1, \ldots, k$$

$$\arcsin(2/3) = 54.74^\circ, i = k + 1, \ldots, 2k$$

$$\arcsin(2/3) = 180^\circ - \arcsin(2/3) = 125.26^\circ, i = 3k + 1, \ldots, 4k$$

which is illustrated in Fig. 3. The resulting value of determinant of FIM is $|\Phi|_{\max} = \left( \frac{4N^2V^2}{27\sigma^4d^4} \right)^2$. Note that, in contrast to the optimal geometries for position only and velocity only in section 3.1 and 3.2, reflecting the sensors about the target will change $\Phi$ and hence affect the optimality of the sensor-target geometry for both position and velocity estimates.

Deriving the optimal geometry for $N \neq 4k$ is more challenging as $\Phi$ cannot be made diagonal for $\sin^2 \theta_1 = \cdots = \sin^2 \theta_N = 2/3$. This will be considered in our future work.

4. NUMERICAL EXAMPLES

In this section we verify the analytical findings for the optimal angular geometries by way of numerical examples. To numerically find the optimal global maxima of determinant of FIM, we employ the genetic algorithm [18]. The genetic algorithm is halted if the average relative change in the best fitness function value over 50 consecutive generations is less than or equal to $10^{-15}$ for Table 1 and 2, and $10^{-30}$ for Table 3, or if the number of iterations reaches the limit of 5000.

Tables 1 and 2 report the numerical solutions of the optimal geometries for position estimate, averaged over 6000 runs, after eliminating the wrong solutions and transforming all the remaining solutions back into configuration $\xi_o$, for different noise variances and target-sensor ranges with $N = 4$ and 5, respectively. By comparing the numerical solutions in Tables 1 and 2 and the analytical results of configuration $\xi_o$ derived in section 3.1, we observe a perfect agreement between the simulation and analytical results.
Table 1. Genetic algorithm solutions for $N = 4$.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>60.00°</td>
<td>60.00°</td>
<td>−60.00°</td>
<td>−60.00°</td>
</tr>
<tr>
<td>2b</td>
<td>60.00°</td>
<td>60.00°</td>
<td>60.00°</td>
<td>−60.00°</td>
</tr>
<tr>
<td>3c</td>
<td>60.00°</td>
<td>−60.00°</td>
<td>−60.00°</td>
<td>60.00°</td>
</tr>
</tbody>
</table>

Table 2. Genetic algorithm solutions for $N = 5$.

<table>
<thead>
<tr>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\theta_3$</th>
<th>$\theta_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>−125.26°</td>
<td>−54.74°</td>
<td>54.74°</td>
<td>125.26°</td>
</tr>
</tbody>
</table>

Note: the permutations of the sensors are allowed.

Table 3. Genetic algorithm solution of optimal geometry for both position and velocity estimates.

Table 3 shows the numerical solution of the optimal geometry for both position and velocity estimates, averaged over 6000 runs, for $\sigma_1 = \cdots = \sigma_N = 1$ m/s, $d_1 = \cdots = d_N = 1$ km and $V = 50$ m/s with $N = 4$. We observe that the numerical solution in Table 3 exhibits a perfect match with the analytical result derived in section 3.3.

5. CONCLUSION

This paper has investigated the optimal sensor-target geometries for Doppler-only target localization based on maximizing the determinant of FIM. Our analysis showed that the optimal geometries for position estimate are not unique as the FIM for position estimate is invariant to sensors being reflected about the target. Therefore, from an initial optimal configuration $C_0$, a multitude of optimal configurations can be generated simply by reflecting one or more sensors about the target. The optimal angular geometry for velocity estimate is mathematically equivalent to the optimal angular geometry problem for AOA localization in [10] and range-based localization in [12]. A preliminary result was also provided on the challenging problem of finding an optimal geometry for both position and velocity estimates. The analytical findings of the paper were demonstrated via numerical examples.
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