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Abstract—In this paper, a multi-channel multi-dimensional approach is investigated for modeling of signals obtained from DNA gel electrophoresis. Related applications include DNA fingerprinting and crime scene investigations. In order to improve resolution and accuracy of modeling, a novel approach is employed based on using equidistant multi-capture data frames obtained over an extended span of time. The multidimensional signal is rescaled and aligned which improves resolution, then the signal is modeled as a surface that varies with both the time index and separation size. The overall approach is tested on a number of datasets. The simulation results show that the proposed approach can be used as a starting multi-dimensional time series model for raw signals obtained from gel electrophoresis.

I. INTRODUCTION

Deoxyribonucleic acid (DNA) is a molecule that carries the genetic information and instructions in living beings. There are various tools and signal processing approaches that are used for analyzing biological molecules. One powerful tool in particular is Electrophoresis [1], which is applied for separating macromolecules based on their size, for purposes of identification, quantification or purification. The process of electrophoresis involves subjecting the DNA molecules to an electric field through a medium, e.g., a special gel, which makes the molecules move and separate based on their charge and size. The study of signals obtained from DNA gel electrophoresis are of significant importance, especially given that the majority of the existing literature focuses on the process of determining the sequence of chemical bases in a particular DNA molecule, rather than time series analysis of the captured signals from electrophoresis and/or statistical signal processing of those signals.

It is a well-known fact that inside a solution, a DNA molecule demonstrates the behavior and the characteristics of a Brownian particle [2]. In addition, the entire procedure of gel electrophoresis can be studied as a macrotransport process [3]. In fact, macrotransport processes are applicable to various cases and phenomena that arise in physiochemical systems. However, some of the involved parameters, or captured signals, may exhibit a stochastic nature and therefore can be studied using statistical signal processing approaches or time series analysis tools.
transform in DNA sequence analysis and on cellular neural networks in microarray image analysis, which can have a potentially large effect on the real-time realization of DNA analysis. The study also summarizes possible research approaches including a signal processing technique for genomic feature extraction and hybrid multidimensional approaches to process the dynamic genomic information in real time. Furthermore, in [7], the authors considered the computation of linear transforms of symbolic signals. The investigated techniques are illustrated by considering spectral and wavelet analyses of DNA sequences. Also, the study in [8] considered the recovery of signals in compressed DNA microarrays using sparse measurement matrices. Finally, in [9], a new algorithm for examining periodic patterns in DNA sequences is developed, using the short-time periodicity transform. Regarding mathematical modeling for DNA processing, some studies exist, e.g., [10]. Image processing-based approaches exist such as [11]–[13], but are mostly related to DNA microarray images.

In this paper, we propose for the first time an approach for multi-channel multi-dimensional modeling of raw signals from DNA gel electrophoresis. The signal is passed through several processing stages that increases the resolution. First the peaks of the signal are detected, then the frames are scaled and realigned, and finally the multi-dimensional signal is fitted to a proposed theoretical model. The datasets used for testing our approach are based on a new novel multi-snapshot imaging approach [14], which provides higher resolution. Fig.1 illustrates an example of a multi-snapshot captured image, which demonstrates the progression of separation of the DNA fragments as time goes on.

The rest of this paper is organized as follows. Section II describes the preliminary background of the investigated problem. In section III, the signal modeling approach is explained. In section IV, simulation results are presented and finally section V concludes the paper.

II. PROBLEM FORMULATION

In this section, preliminary information is provided and the investigated problem is introduced and formulated.

A. Mathematical Notations

The following notations will be used throughout the paper. Vectors and matrices will be denoted by lowercase and uppercase boldface characters, respectively. The notation (·)\textsuperscript{T} indicates an estimated parameter, whereas (·)\textsuperscript{−1} indicates the statistical mean. Other mathematical operators include (·)\textsuperscript{T} which is the transpose, ∥·∥\textsubscript{p} is the matrix p-norm, ⊗ is the Kronecker product, I\textsubscript{a} is the a×1 ones vector and finally the notation \mathcal{I}(·) is the indicator function.

B. Problem Setup

Let \(N_D\) be the size of the DNA population that will be introduced at the start of the experiment, i.e., at \(t = t_0\), where \(t = 0, \ldots, N - 1\). It is assumed that the stochastic trajectory of each DNA molecule can be described in terms of the cylindrical coordinates, where each point is described by the tuple \(r = \{r, \phi, z\}\), where

\[
r = \{r, \phi, z|0 \leq r \leq r_{\text{max}}, 0 \leq \phi \leq 2\pi, -\infty \leq z \leq \infty\}.
\]

We are mainly interested in the average area concentration field of the DNA solute, which can be interpreted as a time series signal. Let \(\mathcal{F}\) be the concentration of the DNA population in molecules per unit volume. Using the cylindrical coordinates, the initial concentration field at time \(t_0\) is denoted by

\[
\mathcal{F}_0(r_0, \phi_0, z_0) = \mathcal{F}(r_0, \phi_0, z_0, t = 0),
\]

where the initial population size is governed by

\[
N_D = \iiint_{-\infty}^{\infty} \mathcal{F}_0(\phi_0, r_0, z_0, t_0) r_0 dr_0 d\phi_0 dz_0.
\]

Furthermore, the concentration at time \(t = 0\) is a function of the transition probability, i.e.,

\[
\mathcal{F}(r, \phi, z, t) = \iiint Pr(\{r, \phi, z, t|r_0, \phi_0, z_0, t = 0\}) \times \mathcal{F}_0(r_0, \phi_0, z_0, t_0) r_0 dr_0 d\phi_0 dz_0,
\]

where \(Pr(\{r, \phi, z, t|r_0, \phi_0, z_0, t_0\})\) is the transition probability into a new state described by the coordinates \(r = \{r, \phi, z\}\) and time \(t\) and satisfying

\[
\iiint_{-\infty}^{\infty} \iiint Pr(\{r, \phi, z, t|r_0, \phi_0, z_0, t_0\}) r dr dz = \mathcal{I}(t \geq 0)
\]

It is assumed that the concentration \(\mathcal{F}\) should satisfy the following conditions [3]:

\[
\begin{align*}
\mathcal{F} \rightarrow 0, & \quad \text{at } |z| \rightarrow \infty, \\
\mathcal{F} \rightarrow \mathcal{F}_0, & \quad \text{at } t = 0, \\
\frac{\partial \mathcal{F}}{\partial r} = 0, & \quad \text{at } r = R, \\
\mathcal{F}(\phi + 2\pi) = \mathcal{F}(\phi).
\end{align*}
\]

The first condition stated by (6a), implies that the concentration field vanishes at large distances along the direction of movement. The second condition implies that the concentration is equivalent to the initial value at \(t = t_0\). The condition in (6c) indicates that the rate of change of the concentration at the maximum value of the \(r\) axis is zero. Finally, the condition in (6d) states that the concentration is cyclic as a function of the \(\phi\) axis. Furthermore, the concentration field should satisfy the convective-diffusion partial differential equation [3], which is written as

\[
\frac{\partial C}{\partial t} + v \frac{\partial C}{\partial z} = \omega \left\{ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial C}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 C}{\partial \phi^2} + \frac{\partial^2 C}{\partial z^2} \right\},
\]

where \(v\) and \(\omega\) denote the components of the mean velocity vector and the dispersion tensor in the direction of motion, i.e., along the \(z\) axis. Thus, the previous equation describes
what happens to the concentration $F$ at long times. Solving the previous equation based on the initial conditions stated by equations (3) and (6) yields a weighted version of the traditional solution

$$F(t, y) = \frac{1}{\sqrt{4\pi\omega t}} \exp \left[ -\frac{(y-vt)^2}{4\omega t} \right].$$  

(8)

III. SIGNAL MODELING

A. Organization of the Captured Signal

Let $N_F$ denote the number of captured frames within the time window, and let $M$ denote the number of separation indexes. Let us assume that the results from gel electrophoresis of a specific DNA fragment are organized into the matrix $Z \in \mathbb{R}^{M \times N_F}$, where

$$Z = \left\{ z_{m,t} | m = 1, \ldots, M, t = 0, \ldots, N_F - 1 \right\},$$  

(9)

where $m$ and $t$ represent the separation and time indexes respectively. The matrix $Z$ can also be defined as a group of $N_F$ objects in an $M$-dimensional space. Let us define $z_{t} \in \mathbb{R}^{M \times 1}$, where $z_{t} = \{z_{m,t}\}_{m=1}^{M}$, be the column vector of the obtained signal values at the $t$-th time instant. Hence, we can rewrite (9) on the form:

$$Z = [z_0 \; z_1 \ldots \; z_{N_F-1}].$$  

(10)

Let us assume that the signal is passed through the following steps: (1) identification of peak values and their corresponding locations in the time-separation grid; (2) alignment of captured frames to a chosen frame; and (3) applying curve fitting using non-linear least squares to estimate a multidimensional model. Let us assume that the aligned matrix is described by the set of shift and scale gain parameters for each frame. Let us define the aligned matrix $\hat{Z}$ as

$$\hat{Z} = Z \Xi + 1_M \otimes \beta,$$  

(11)

where $\Xi \in \mathbb{R}^{N_F \times N_F}$ and $\beta \in \mathbb{R}^{N_F \times 1}$ denote a diagonal scaling matrix and the offset row vector respectively, which are defined by

$$\Xi = \begin{bmatrix} \xi_1 & 0 & \ldots & 0 \\ 0 & \xi_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \xi_{N_F} \end{bmatrix},$$  

(12)

and

$$\beta = [\beta_1 \; \beta_2 \ldots \; \beta_{N_F}]$$  

(13)

respectively. Let $\rho$ denote the set of peaks that is associated with the $t$-th frame $z_{t}$, where $t = 0, \ldots, N_F - 1$. Each list of peaks is defined as a set containing ordered pairs, such that the signal value can be characterized by the set of sets having the form

$$\mathcal{P} = \left\{ \{ \rho_1 \}, \ldots, \{ \rho_{N_F} \} \right\},$$  

(14)

where $\rho_i$ denotes the $i$-th peaks list, which is defined as

$$\rho_i = \left\{ (i, m, \tilde{z}_{(m,t=i)})_k | k = 1, \ldots, K_i \right\},$$

$$K_i < M, \; \tilde{z} \in \{ \tilde{z}_{(m,t=i)} \}_{m=1}^{M}, \; i = 1, \ldots, N_F,$$  

(15)

where $K_i$ is the number of peaks per frame. Henceforth, the entire alignment problem is to compress (or decompress) each frame, based on a chosen reference frame, and to find the values of scaling gain matrix $\Xi$ and the shifting gain vector $\beta$.

B. Multidimensional Model

In this part, we consider a theoretical model of the process $\{z_{m,t} | m = 1, \ldots, M; t = 0, \ldots, N_F - 1 \}$ as a two dimensional process denoted by

$$\tilde{z} = f(x, y) = F(x = t, y)$$  

(16)

Hence, we seek a theoretically estimated matrix $\hat{Z}$ that is equivalent to the aligned data matrix $\hat{Z}$. First, let us assume that each element of $\hat{Z}$ is governed by the relationship:

$$\tilde{z} = \sum_{i=1}^{K_{\text{avg}}} \frac{\hat{\alpha}_i(x)}{\sqrt{4\pi\omega_i(x)}} \exp \left[ -\frac{(y - \hat{v}_i(x))^2}{4\hat{\omega}_i(x)} \right],$$  

(17)
where in this case the parameters $\hat{\omega}$ and $\hat{v}$ are both functions of $\tau$, i.e., varying with time. The values of the estimated parameters can be obtained using a non-linear least squares formulation. This can be visualized as finding the optimal vector or parameters that satisfies

$$\tilde{\theta} = \arg\min_{\theta} \| \hat{Z}(\theta) - \hat{Z}(\theta) \|^2,$$

subject to $\tilde{\theta} \in \mathbb{R}^{3K_{avg} \times 1}$ (18)

where $\tilde{\theta}$ is the optimal set of parameters which is defined as

$$\theta = \text{vec}(\alpha, \omega, v),$$

where $\alpha$, $\omega$, and $v$ are all in $\mathbb{R}^{K_{avg} \times 1}$, and defined as

$$\alpha = \begin{bmatrix} \alpha_1 & \cdots & \alpha_{K_{avg}} \end{bmatrix}^T,$$

$$\omega = \begin{bmatrix} \omega_1 & \cdots & \omega_{K_{avg}} \end{bmatrix}^T,$$

$$v = \begin{bmatrix} v_1 & \cdots & v_{K_{avg}} \end{bmatrix}^T.$$

IV. SIMULATION RESULTS AND DISCUSSION

In this section, examples from the simulation results are presented and discussed. In fact, the proposed approach is tested on several datasets. However, for brevity and due to limited space, only results for a single dataset are highlighted. The example dataset is depicted in Fig.2. The dataset was first obtained using a multi-capture imaging method, such that the signal is obtained as a surface that varies with both time index and separation size. The multiple time series captures are illustrated in Fig.2-(a) which shows the signal values variation across time and separation. In fact, using a multi-capture approach provides a higher resolution when compared with the conventional methods, namely the finish-line method and the single-snapshot imaging approach. On the other hand, Fig.2-(b) depicts a contour plot, which provides a top view that demonstrates the behavior of peaks as a function of both the time index and separation.

The results of the rescaling and realignment step are shown in Fig.3, where Fig.3-(a) illustrates the resultant surface and

Fig. 3. Signal after scaling and realignment based on (11)
analysis of the obtained signal. The multidimensional signal processing for purposes of multidimensional time series datasets provides high resolution which enables further snapshot imaging or the finish-line method. Therefore, the obtained simulation results has shown that the employed approach is successful for obtaining a synthetic form of the original dataset. Therefore, this method can be used as a start for future work, to produce enhanced versions using advanced signal processing techniques, e.g., accurate estimation of peak locations, distinguishing and omitting false peaks and robust models and reduction of background noise.
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