Blind Spatial Sound Source Clustering and Activity Detection Using Uncalibrated Microphone Array
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Abstract—This paper presents a method for estimating the number, as well as the activity periods of spatially distributed sound sources using an uncalibrated microphone array. This methodology is applied for the purposes of speaker diarization. In general, speaker diarization has difficulty with: 1) estimating the number of sound sources (speakers), and 2) activity detection of multiple sound sources including overlap of utterances. Several microphone array based techniques have already tackled these challenges. However, existing methods mainly assume that the steering vectors for the microphone array are calibrated in advance to identify sound sources, which is difficult to satisfy when ad-hoc or flexible microphone arrays are used. Thus our approach estimates the number of sound sources blindly in two steps. First, Time Delay of Arrival (TDOA) of the observed signals is clustered. Second, the sound source activity is detected by clustering the long-term spatial spectrum using the TDOA based steering vector for each cluster. The validity of the algorithm is confirmed by both synthesized signals and a real-world flexible microphone array application.

I. INTRODUCTION

As the number of speech-based home assistant devices increases, technologies estimating “who is talking when” (known technically as speaker diarization) in indoor environments has become more important. Speaker diarization research mainly tackles the simultaneous estimation of speaker segmentation (voice activity detection) and clustering (number of speaker estimation). Beside monaural signal based methods [1], [2], microphone array technologies tackles this by introducing spatial information about the speakers. However, most of the existing methods assume that the microphone location is given to estimate the direction of arrival of speakers [3]–[6]. Some methods using Time Difference Of Arrival (TDOA) have been proposed [7]–[9], which do not assume the known microphone location. These methods propose using HMM for speaker segmentation and clustering, as well as hierarchical agglomerative clustering using spacial information. However, the methods have difficulty with overlapping speech [7] and estimating the number of speakers deterministically [8], [9].

Estimating the number of speakers has also been studied separately from speaker diarization. However, these methods mainly assume that: the microphone location is known [10]–[12], the number of microphones is more than the number of sound sources (namely underdetermined) [13]–[15], and the sound follows the cylindrical harmonics model [16]. Voice activity detection is also studied separately, but the microphone array based methods assume: the space for detection is limited [17]–[19], microphone location is known [20]–[23], and there is only a single target source [24]–[26].

Recently, microphone array technologies that do not assume known microphone locations and synchronous microphones, so-called “ad-hoc microphone arrays and acoustic sensor networks”, have been introduced [27]. Flexible microphone arrays [28] does not assume known microphone locations but synchronous microphones, which is useful since the normal microphone array device is often limited in physical size due to its portability, while flexible microphone arrays can be extended depending on the use case. Especially in the case with a robot-embedded microphone array, it is difficult to measure the location of microphones because a robot-embedded microphone array is attached to a complex robot surface. Moreover, the free space assumption in the above mentioned methods is not always satisfied since the sound arriving at a robot includes robot- and room-acoustics due to the diffraction and reflection properties of robot bodies and reverberant rooms [29].

This paper investigates the estimation of Number of Sound Sources (NSS) and Source Activity Periods (SSAP) for multiple sound sources accepting overlaps using an uncalibrated microphone array which does not assume known microphone locations. We assume that: non-overlapped sounds are dominant compared to overlapped sounds considering conversation situations, sound sources are spatially distributed and do not dramatically move (for instance speakers sit on the same chairs with accepting the change of body/face orientations), the microphone array does not move, and microphones are synchronized. To estimate NSS, we first obtain TDOAs of framed observed signals based on Generalized Cross Correlation with Phase Transform (GCC-PHAT) [30]. Second, we propose to select major clusters of the TDOAs based on affinity propagation [31], which determines: the number of clusters (meaning NSS), TDOAs that belong to each cluster, and the exemplar of each cluster (similar to the cluster centroid). The affinity propagation is a clustering which does not require explicit number of clusters and can cluster outliers caused by noise, reverberation, and sound overlaps. Thus, it can robustly distinguish true sources and outliers. After the
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where $D_m$ and $c$ are the maximum array size candidate (which can be rough estimate) and the speed of sound, respectively. Where $c$ is a complex conjugate transpose operator, and $\omega_L$ is the minimum and maximum frequency considered in TDOA estimation, and $\hat{X}_m(\omega, f)$ is $\hat{X}(\omega, f)$ of the $m$-th channel. The range of $\tau$ is defined as $-D_m/c \leq \tau \leq D_m/c$, where $D_m$ and $c$ are the maximum array size candidate (which can be rough estimate) and the speed of sound, respectively.

\[
\tau(f) = \arg\max_{\tau} \int_{\omega_L}^{\omega_H} \frac{\hat{X}_1(\omega, f)\hat{X}_m(\omega, f)^\dagger e^{j\omega\tau}}{\hat{X}_1(\omega, f)\hat{X}_m(\omega, f)} d\omega ,
\]

where $()^\dagger$ is a complex conjugate transpose operator, and $\omega_L$ and $\omega_H$ are the minimum and maximum frequency considered in TDOA estimation, and $\hat{X}_m(\omega, f)$ is $\hat{X}(\omega, f)$ of the $m$-th channel. The range of $\tau$ is defined as $-D_m/c \leq \tau \leq D_m/c$, where $D_m$ and $c$ are the maximum array size candidate (which can be rough estimate) and the speed of sound, respectively.

Finally, the TDOA vector for the clustering is obtained as $\tau(f) = [\tau_2(f), ..., \tau_{M}(f)]^T$ whose size is $M - 1$.

Although $X_1(\omega, f)$ is being used as the reference channel, the selection is studied previously, for example in [9]. Therefore, the proposed method can be extended.

Fig. 1. Overview of the Proposed Algorithm

major cluster selection for true sources, we can estimate NSS more accurately compared to conventional hierarchical agglomerative clustering. For estimating SSAP, we first propose to compute the representative steering vector of each cluster using TDOA of the exemplar sample. Second, we propose to cluster the spatial spectrum histogram of Multiple Signal Classification (MUSIC) [32] using the steering vector, which is able to detect SSAP of overlapped sounds.

**II. PROPOSED METHOD**

Fig. 1 shows the overview of the method. This section briefly describes each block.

**A. Estimation of Number of Sound Sources**

1) TDOA Estimation by GCC-PHAT: Let $X_m(\omega, f)$ denote the input acoustic signal of the $m$-th channel ($1 \leq m \leq M$) after Short Time Fourier Transform (STFT) at the $f$-th frame, where $M$ is the number of microphones. We assume that the frames are sufficiently long with a sufficiently short period of interval. Let $X(\omega, f) = [X_1(\omega, f), ..., X_M(\omega, f)]^T$ denotes $X_m(\omega, f)$ of all channels. First $X(\omega, f)$ is averaged over $F$ frames in order to make the spectrum robust against instant noise:

\[
\hat{X}(\omega, f) = \frac{1}{F} \sum_{i=0}^{F-1} X(\omega, f + i).
\]

This paper simply defines TDOA as the TDOA between the first channel $X_1(\omega, f)$ and others $1$. Finally, TDOA of the $m$-th channel in the $f$-th frame $\tau_m(f)$ is computed as follows:

\[
\tau_m(f) = \arg\max_{\tau} \int_{\omega \in \Omega} \frac{\hat{X}_1(\omega, f)\hat{X}_m(\omega, f)^\dagger e^{j\omega\tau}}{\hat{X}_1(\omega, f)\hat{X}_m(\omega, f)} d\omega ,
\]

where $()^\dagger$ is a complex conjugate transpose operator, and $\omega_L$ and $\omega_H$ are the minimum and maximum frequency considered in TDOA estimation, and $\hat{X}_m(\omega, f)$ is $\hat{X}(\omega, f)$ of the $m$-th channel. The range of $\tau$ is defined as $-D_m/c \leq \tau \leq D_m/c$, where $D_m$ and $c$ are the maximum array size candidate (which can be rough estimate) and the speed of sound, respectively. Finally, the TDOA vector for the clustering is obtained as $\tau(f) = [\tau_2(f), ..., \tau_{M}(f)]^T$ whose size is $M - 1$.

\[
\tau(f) \text{ tends to be noisy when there is no spatially salient sound source. Thus, we simply eliminate silent frames based on the following thresholding before computing TDOA.}
\]

\[
E(f) = \frac{1}{\omega_H - \omega_L + 1} \sum_{\omega = \omega_L}^{\omega_H} ||\hat{X}^\ast(\omega, f)\hat{X}(\omega, f)||^2 ,
\]

and the frames satisfying $E(f) < T_E$ are rejected from the GCC-PHAT computation, where $T_E$ is a threshold, which is described in Fig. 1-B).

2) Affinity Propagation Based TDOA Clustering: We cluster the estimated TDOAs $\tau(f)$ to estimate NSS. This paper assumes speakers are spatially distributed, so TDOAs from the same speaker gather in a sufficiently small space. The difficulties for the sound source clustering are twofold: the number of clusters is unknown, and the data points are noisy due to noise, reverberation, and sound overlaps, etc. To tackle these difficulties, we introduce affinity propagation [31], which is a type of clustering that does not need to set the number of clusters. The method first defines similarity $S(i,j)$ between $i$-th and $j$-th data points and initializes candidate exemplars and updates two parameters, responsibility and availability, of each exemplar alternately and iteratively to decide which point should be an exemplar. Finally, we can obtain: the number of clusters $C$, the exemplar sample for each cluster $\hat{\tau}_{[i]}$ ($1 \leq i \leq C$), the number of members in each cluster $N_{[i]}$ ($1 \leq i \leq C$), and the set of cluster members $\tau_{[i]}$ ($1 \leq i \leq C$). In general, the advantages of the method are: the number of clusters is determined automatically, the performance is robust against initial states, and the similarity does not have to be symmetric and satisfy triangle inequality.

For the affinity propagation of TDOAs, we use the similarity definition as a negative squared euclidean distance of two data points as follows:

\[
S(i, j) = -||\tau(i) - \tau(j)||^2 .
\]

The set of non-clustered $\tau(f)$, described in Fig. 1-C), becomes $C$ clusters with exemplar samples like Fig. 1-D).

3) Major Cluster Selection: After the clustering, some small clusters are organized due to the noise, reverberation, and sound overlaps. Based on the assumption mentioned in Section I, the cluster size between true sources and noise has a sufficiently salient gap. Therefore, we reject small clusters based on thresholding of the ratio of cluster size. For this thresholding, first, the clusters are sorted based on the number
of members $N_{[i]}$ $(1 \leq i \leq C)$ in the ascending order (Fig. 1-E), and too small clusters satisfying $N_{[i]} < T_N$ is eliminated, which makes $C$ smaller to $\hat{C}$. $T_N$ is empirically derived as $T_N = 100$. Then we compute the ratio of the neighboring cluster size as follows:

$$\hat{N}_{[i]} = \frac{N_{[i]} - N_{[i-1]}}{2 \leq i \leq \hat{C}}$$  \hspace{1cm} (5)

and the smallest $i$ that satisfies $\hat{N}_{[i]} > T_R$ is derived as $\hat{i}$. $T_R$ is empirically derived as $T_R = 1.5$. Finally, the clusters whose indices are $i < \hat{i}$ are rejected. If $\hat{N}_{[i]} \leq T_R$, all clusters are selected. Finally, $\hat{C} - i + 1$ is the estimated NSS.

**B. Estimation of Sound Source Activity Periods**

1) Steering Vector Generation: Each selected major cluster has the exemplar sample $\tau_{[i]}$ $(i \leq i \leq \hat{C})$, which is the representative TDOA of the $i$-th cluster. Let $\tau_{[i]} = [\tilde{\tau}^0_{[i]}, \tilde{\tau}^1_{[i]})$ denote TDOA of all channels. Therefore the candidate steering vector for the $i$-th cluster $A_{[i]}(\omega)$ is described as

$$A_{[i]}(\omega) = [e^{j\omega \tilde{\tau}^0_{[i]}}, e^{j\omega \tilde{\tau}^1_{[i]}}, \ldots, e^{j\omega \tilde{\tau}^M_{[i]}}]^T,$$  \hspace{1cm} (6)

where the phase difference of the first channel is defined as zero since it is the TDOA between the same channels. In order to avoid all elements to have negative phase difference, we modified Eq. (6) to add $D_{m/c}$ to the time difference, which becomes as follows:

$$A_{[i]}(\omega) = [e^{j\omega (\tilde{\tau}^0_{[i]} + D_{m/c})}, e^{j\omega (\tilde{\tau}^1_{[i]} + D_{m/c})}, \ldots, e^{j\omega (\tilde{\tau}^M_{[i]} + D_{m/c})}]^T,$$  \hspace{1cm} (7)

which is schematically described in Fig. 1-F).

2) Spatial Spectrum Computation by MUSIC: We used MUSIC [32] to compute the spatial spectrum. We first compute a correlation matrix of $X(\omega, f)$ and take its Eigen value decomposition. Let $V(\omega, f) = [v_1(\omega, f), \ldots, v_M(\omega, f)]$ denotes the Eigen vectors. Finally, the spatial spectrum is computed as:

$$P_{[i]}(f) = \frac{1}{\omega_H - \omega_L + 1} \sum_{\omega = \omega_L}^{\omega_H} \left| A_{[i]}(\omega) A_{[i]}^T(\omega) v_m(\omega, f) \right|,$$  \hspace{1cm} (8)

where $L$ is the number of sound sources. Here we defined $L = 1$ since the purpose is mainly to detect one sound source. The example of the sequence of $P_{[i]}(f)$ is shown in Fig. 1-G).

3) Estimation of SSAP by Spectrum Histogram: The histogram based SSAP estimation is inspired by long-term signal variability with adaptive thresholding [33]. We take the long-term histogram of $P_{[i]}(f)$ for each $i$ after elimination of invalid frames when $P_{[i]}(f) = 0$. The threshold $T_{P[i]}$ is determined for each $i$ based on k-means clustering of the histogram with $k = 2$, meaning “active” and “inactive” clusters. $T_{P[i]}$ is obtained as the minimum value of $P_{[i]}(f)$ that is classified as “active” cluster, namely higher value of minimum values of 2 clusters. The intuitive diagram is shown in Fig. 1-H). The general limitation of k-means is that it has to tune the number of clusters, but in this case the number of clusters is automatically determined as two. Finally, SSAP of the $i$-th sound source is determined by the frames satisfying $P_{[i]}(f) \geq T_{P[i]}$ (Fig. 1-H)).

### III. Evaluation

This section shows two types of evaluations as follows:

- **Estimation accuracy of NSS and SSAP:** To see the effectiveness of the proposed algorithm using synthetic data recorded with directional white noise (Section III-A)
- **Application to normal conversation using a flexible microphone array** (Section III-B)

Both evaluations used a normal room whose reverberation time and size were 0.2s (RT20) and $4m \times 7m$, respectively. The signal was sampled with 16kHz and 16bits while frame size and shift length were 512 and 160 samples, respectively. $F = 10$ in Eq. (1). $L = 500Hz$ and $\omega_H = 2800Hz$.

#### A. Estimation Accuracy of NSS and SSAP

This section evaluates the estimation accuracy of NSS and SSAP with the variation of number of microphones, number of sound sources/locations, and overlapping periods. We used a robot-embedded microphone array shown in Fig. 2 where the free space assumption does not hold. The robot has two 8ch circular microphone arrays (in total 16ch), and we selected 5 types of microphone layouts as $M_i(1 \leq i \leq 5)$, shown in Fig. 2, to see the robustness against the change of the number of microphones. We considered 10 types of sound source layouts as $S_i(1 \leq i \leq 10)$, shown in Table I. We first recorded 4.0s white noise on the same horizontal plane as the microphone array from each direction with the distance of 1.0m and synthesized each white noise one by one with the following three kinds of intervals: 1) 0.5s interval, 2) non-overlapped shown in Table II, 2) 0.8s [20%] overlap, Overlapped shown in Table III, 3) $O_i = i \times 0.8s$ [20%] overlap ($0 \leq i \leq 5$), shown in Table IV.

We evaluated the following criteria: NSS, Recall Rate (RR) and Precision Rate (PR) of SSAP estimation. RR and PR are defined as follows:

$$RR = \frac{\# \textrm{of correct frames}}{\# \textrm{of active frames}}, \quad PR = \frac{\# \textrm{of correct frames}}{\# \textrm{of frames estimated as active}}.$$

The results are shown in Table II for the non-overlapped case and Table III for the overlapped case. The NSS which was correctly estimated is shown as bold. For more than 2 microphones, NSS was correctly estimated. In the case of $M_5$, NSS was not correctly estimated when $S_1$, $S_2$, $S_3$, and $S_4$ due to the spatial ambiguity, so-called front and back confusion. In most of the cases, RR and PR are around 90% or more, which validates the proposed algorithm. NSS was correctly
TABLE I
10 TYPES OF SOUND SOURCE LAYOUT (S1, · · · , S10)

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>S2</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>S3</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
</tr>
<tr>
<td>S4</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
</tbody>
</table>

Initial step size: 0.1
Number of iterations: 10
Interval (deg): 30 45 60 45 90 60 120 90 180
Final (deg): 360 360 180 360 180 360 180 360 360

TABLE II
EVALUATION FOR NON-OVERLAPPED SOUNDS. NOTATION: NSS[RR/PR]

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S3</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S4</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

TABLE III
EVALUATION OF OVERLAPPED SOUNDS. NOTATION: NSS[RR/PR]

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S3</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S4</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

TABLE IV
EVALUATION OF OVERLAP PERIODS. NOTATION: NSS[RR/PR]

<table>
<thead>
<tr>
<th></th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
<th>M5</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S2</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S3</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>S4</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

estimated even when the number of microphones is less than the number of sound sources. Since the sound sources are not simultaneous, this is not an underdetermined condition, however this shows the method effectively utilizes temporal sparseness to handle high number of sound sources. Table IV shows the result with the variation of overlapped periods when S3. As shown in the table, the proposed algorithm could estimate NSS up to 60% overlap. The robustness improvement for more overlapped sounds is the future work.

Fig. 3 shows a result of each proposed step using an overlapped sounds when S3, M1, and O3. Fig. 3-B) shows the sequence of $\tau(f)$, and rejected frames based on $E(f)$ are shown as white. Fig. 3-C) shows $N[i] (1 \leq i \leq C)$, and the clusters above the red line are the selected major clusters. Fig. 3-D) shows the sequence of $\tau[i] (i \leq i \leq C)$, which does not accept overlapped sounds. Fig. 3-E) shows the sequence of $P[i](f)$. Fig. 3-F) shows the histogram of $P[i](f)$ of all frames and $T_P[i]$, which shows k-means clustering successfully determined the threshold. Fig. 3-G) shows SSAP estimation results using $T_P[i]$, which accepts overlapped sounds and improves SSAP estimation.

B. Flexible Microphone Array Application

The proposed method was applied to the flexible microphone array shown in Fig. 4 where we randomly put each microphone on a circular table. As shown in Fig. 4, there were 4 speakers seated around the table (approximately 1.5m from the array with different heights), and the azimuth difference between two speakers was approximately 90 degrees. Fig. 5 shows the result of 30s free conversation. Compared to Fig. 3, Fig. 5 changed Fig. 5-F) from the histogram to the hand labeled SSAP. Fig. 5-G) shows considerable similarity with Fig. 5-F), and RR = 0.59, PR = 0.81. We recorded 15 minutes conversation and divided it into 30 of 30s conversation, and the average and standard deviation of NSS estimation is 3.77 ± 0.62, which shows the validity of the proposed algorithm with natural conversation.

IV. CONCLUSION

This paper investigated the estimation of NSS and SSAP using an uncalibrated microphone array. We proposed the major cluster selection of affinity propagation of TDOA to estimate NSS robust against noise, reverberation, sound overlaps, etc. To estimate SSAP of overlapped sounds, we proposed to cluster the long-term spatial spectrum into active and inactive using the steering vector estimated by representative TDOA.
improved. Additionally, the extension of the proposed method was long, so robustness against overlap period should be above, NSS estimation had some error when overlap period which proved the effectiveness of the proposed algorithm. high performance for both synthesized and real-world data, the overlap is sufficiently short, 2) SSAP were estimated with
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