A New Multiplicative Nonnegative Matrix Factorization Method for Unmixing Hyperspectral Images Combined with Multispectral Data
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ABSTRACT
In these investigations, a novel algorithm is proposed for linearly unmixing hyperspectral images combined with multispectral data. This algorithm, which is used to unmix the considered hyperspectral image, is founded on nonnegative matrix factorization. It minimizes, with new multiplicative update rules, a novel cost function, which includes multispectral data and a spectral degradation model between these data and hyperspectral ones. The considered multispectral variables are also used to initialize the proposed algorithm. Tests, using synthetic data, are carried out to assess the performance of our algorithm and its robustness to spectral variability between the processed data. The obtained results are compared to those of state of the art methods. These tests prove that the proposed algorithm outperforms all other used approaches.

Index Terms—Hyper/multispectral imaging, linear unmixing, multiplicative update rule, nonnegative matrix factorization, spectral degradation model

1. INTRODUCTION
Hyperspectral sensors, with high spectral resolution, gather data in the visible and infrared wavelength domains, thus allowing precise classification of materials present in imaged areas. However, these sensors are characterized by a lower spatial resolution as compared to multispectral ones, which have a low spectral resolution. Therefore, each reflectance pixel-spectrum of a hyperspectral image is thus typically a combination of contributions from a number of reflectance endmember-spectra that are present in the acquired data. The combination is often assumed to be linear [1] and linear spectral unmixing (LSU) methods are used to linearly unmix all pixel-spectra into a set of endmember-spectra, and a collection of associated abundance fractions. As the analyzed data are nonnegative, nonnegative matrix factorization (NMF) [2] methods, consisting in factorizing a nonnegative matrix into a product of two other nonnegative matrices, are an interesting tool to tackle the above problem. In some applications, when unmixing a hyperspectral image, a high spatial resolution multispectral image of the same area or of another one containing the same endmembers as the considered hyperspectral image may be available. Many endmember-spectra extraction approaches applied to hyperspectral data do not use such information available in multispectral data. However, some NMF-based literature methods jointly use these two types of data for improving the spatial resolution of the considered hyperspectral image [3], [4]. Recently, in [5], the authors proposed an approach that combines these two types of images in order to unmix a hyperspectral one. This NMF-based approach not only uses the standard update rules but also a supplementary one. This additional rule, which is not derived from the considered criterion, constrains desired hyperspectral endmember-spectra to get the corresponding multispectral endmember-spectra values at some wavelengths. The latter spectra values can be precisely estimated from multispectral unmixed pixels (pure pixels), which are highly expected to be present because of the high spatial resolution of this image. However, this supplementary rule does not necessarily ensure the decrease of the considered criterion from an iteration to another during the optimization process. This article reports on a new algorithm for linear endmember-spectra extraction from a hyperspectral image, also considering multispectral data. The proposed algorithm, which is used to unmix the considered hyperspectral image, is based on NMF. This algorithm minimizes, with new multiplicative update rules, a novel cost function, which combines multispectral data and a spectral degradation model between these data and hyperspectral ones. The considered multispectral variables are also used to initialize the proposed algorithm. In practice, with this algorithm, the new used cost function decreases from an iteration to another.

The rest of this article is organized in the following manner. The data model used in LSU techniques is described in Section 2. The designed algorithm is presented in Section 3. In Section 4, the experiments conducted with synthetic data are described. In this section, results obtained by the proposed method are compared with those provided by
some classical methods. Eventually, a conclusion is given in Section 5.

2. MATHEMATICAL DATA MODEL

In the following, the mathematical data model, used in LSU techniques for unmixing hyperspectral images, is described. Therefore, and as explained above, each pixel-spectrum in hyperspectral data is supposed to be a linear mixture of the endmember-spectra contained in the considered pixel. Thus, the whole observed reflectance hyperspectral image \( X_h \in R^{N_h \times K_h} \) can be modeled, in matrix form, as [5]

\[
X_h = A_h S_h, \tag{1}
\]

where each row of the matrix \( X_h \) is one spectral band of the considered hyperspectral image. The \( K_h \) pixels of this image are here reorganized as a one-dimensional array. \( N_h \) is the number of spectral bands of this image. Every column of the matrix \( A_h \in R^{N_h \times L} \) is one hyperspectral endmember-spectrum and the matrix \( S_h \in R^{L \times K_h} \) contains abundance fractions: each row represents all abundance fractions of one endmember in all pixels. These abundance coefficients must satisfy the abundance sum-to-one constraint [5]. \( L \) is the (known or estimated) number of endmembers.

As mentioned above, the proposed algorithm is targeted at unmixing a hyperspectral image combined with multispectral data. This combination consists in using a relation linking these two types of data. We here use the relationship which links hyperspectral and multispectral endmember-spectra as follows

\[
A_m \approx D_A A_h, \tag{2}
\]

where each column of the matrix \( A_m \in R^{N_m \times L} \) represents one multispectral endmember-spectrum and \( N_m \) is the number of spectral bands of the multispectral data. \( D_A \in R^{L \times N_h} \) is a fixed linear operator performing the spectral degradation between the two considered data. Ideally, this sparse and nonnegative matrix models the spectral degradation between the two considered data.

3. PROPOSED ALGORITHM

The designed algorithm is based on the NMF technique [2] to unmix a hyperspectral image, combined with multispectral data, by deriving an estimate \( \hat{A}_h \) of the collection of hyperspectral endmember-spectra and an estimate \( \hat{S}_h \) of the collection of abundance fractions, such that

\[
X_h \approx \hat{A}_h \hat{S}_h. \tag{3}
\]

Standard NMF algorithms are very easy to use and implement. The initial algorithm [6], [7] minimizes the cost function

\[
J_1 = \frac{1}{2} \| X_h - \hat{A}_h \hat{S}_h \|_F^2 \tag{4}
\]

by using iterative multiplicative update rules. \( \| \cdot \|_F \) represents the Frobenius norm.

To improve the performance of the NMF-unmixing process when a multispectral image is available in addition, the following cost function, which includes an additional term containing multispectral variables, is proposed here

\[
J_2 = \frac{\alpha}{2} \| X_h - \hat{A}_h \hat{S}_h \|_F^2 + \frac{\beta}{2} \| \hat{A}_m - D_A \hat{A}_h \|_F^2, \tag{5}
\]

where \( \alpha \) and \( \beta \) are weighting coefficients that are set to the inverse of the number of elements in each considered norm. The matrix \( \hat{A}_m \) corresponds to the set of estimated multispectral endmember-spectra that can be automatically derived by using multispectral unmixing processes with pure pixel assumption [8]-[10]. This matrix does not evolve during the updating stage of the proposed algorithm. Thus, the only optimized variables in the proposed algorithm are: \( \hat{A}_h \) and \( \hat{S}_h \).

We propose to optimize the cost function \( J_2 \) with an iterative gradient-based algorithm, which practically yields a monotonic decrease, from an iteration to another, of \( J_2 \). In order to easily permit one to obtain the gradient expressions, the cost function \( J_2 \) can be expressed as

\[
J_2 = \frac{\alpha}{2} \text{Tr} (X_h X_h^T - \hat{A}_h \hat{S}_h \hat{S}_h^T \hat{A}_h^T) + \frac{\beta}{2} \text{Tr} (\hat{A}_m \hat{A}_m^T - D_A \hat{A}_h \hat{A}_h^T D_A^T), \tag{6}
\]

In the latter expression, \( \text{Tr}(\cdot) \) and \( (\cdot)^T \), respectively, represent the matrix trace and the matrix transpose. Using the properties provided in [11], the gradient expressions of the considered cost function are as follows (in matrix form)

\[
\frac{\partial J_2}{\partial \hat{A}_h} = \alpha (\hat{A}_h \hat{S}_h \hat{S}_h^T - X_h X_h^T) + \beta (D_A^T D_A \hat{A}_h - D_A^T \hat{A}_m), \tag{7}
\]

\[
\frac{\partial J_2}{\partial \hat{S}_h} = \alpha (\hat{A}_h^T \hat{A}_h \hat{S}_h - \hat{A}_h^T X_h). \tag{8}
\]

Considering that the proposed algorithm is a gradient-based one, the following iterative update rule is used

\[
\theta \leftarrow \theta - \varphi_\theta \odot \frac{\partial J_2}{\partial \theta}, \tag{9}
\]

where \( \odot \) denotes the element-wise multiplication. \( \theta \) corresponds to the matrix \( \hat{A}_h \) or \( \hat{S}_h \), and \( \varphi_\theta \) is a learning rate in matrix form. Applying this rule is not sufficient since it
does not ensure nonnegativity. To guarantee this constraint, an iterative and multiplicative rule is obtained from the above gradient-based one as follows. As it appears in (7) and (8), the derivative \( \frac{\partial J_2}{\partial \theta} \) of the considered criterion with respect to \( \theta \) can always be expressed as the difference of two nonnegative functions such that \( \frac{\partial J_2}{\partial \theta} = \frac{\partial J_2^+}{\partial \theta} - \frac{\partial J_2^-}{\partial \theta} \).

In the gradient expressions (7) and (8), the nonnegative function \( \frac{\partial J_2^+}{\partial \theta} \) corresponds to the terms preceded by a plus sign, while \( \frac{\partial J_2^-}{\partial \theta} \) corresponds to the terms preceded by a minus sign. The nonnegativity constraint can be fulfilled by initializing \( \theta \) with a nonnegative value and then choosing the value of the learning rate matrix \( \varphi_\theta \) according to

\[
\varphi_\theta = \theta \odot \frac{\partial J_2^+}{\partial \theta}, \tag{10}
\]

where \( \odot \) stands for element-wise division. Thus, the update rule (9) becomes

\[
\theta \leftarrow \theta \odot \frac{\partial J_2^-}{\partial \theta} \odot \frac{\partial J_2^+}{\partial \theta}. \tag{11}
\]

As a result, the final proposed iterative and multiplicative rules for the \( \hat{A}_h \) and \( \hat{S}_h \) matrices read

\[
\hat{A}_h \leftarrow \hat{A}_h \odot (\alpha X_h S_h^T + \beta D_h^T \hat{A}_m) \odot (\alpha A_h S_h^T + \beta D_h^T D_h \hat{A}_h + \epsilon), \tag{12}
\]

\[
\hat{S}_h \leftarrow \hat{S}_h \odot (\hat{A}_h^T X_h) \odot (\hat{A}_m^T A_h S_h + \epsilon), \tag{13}
\]

where \( \epsilon \) is a very small and positive value, which is added to the denominator of each update rule to avoid division by zero.

By providing an initial nonnegative value of the updated matrices \( \hat{A}_h \) and \( \hat{S}_h \), the above iterative and multiplicative rules ensure the nonnegativity constraint and yield a descent algorithm, which is such that the proposed cost function practically decreases at each step of its optimization stage.

The proposed algorithm, as usual NMF methods, is not guaranteed to give a unique solution and its convergence point possibly depends on its initialization. To avoid random initialization from the viewpoint of the designed algorithm, and as the initialization stage, the initial estimated hyperspectral endmember-spectra \( \hat{A}_h \) are calculated from the estimated multispectral endmember-spectra \( \hat{A}_m \) as follows: starting from each \( N_h \)-point multispectral endmember-spectrum, an inter/extrapolation is performed by using cubic spline approximation [12], in order to obtain a first rough approximation of each hyperspectral endmember-spectrum (with \( N_h \) samples). In order to satisfy the nonnegativity constraint of the proposed NMF algorithm, negative inter/extrapolated values are set to a very small positive value \( \epsilon \).

Another constraint to be taken into account is the abundance sum-to-one property. To this end, we use the technique described in [13].

4. EXPERIMENTAL RESULTS

As stated in Section 1, tests using synthetic data are carried out to assess the performance of the proposed algorithm and its robustness to spectral variability between the considered data. Also, the obtained results are compared to those of literature methods.

4.1. Performance evaluation criteria

We first compute the spectral angle mapper (SAM) [9] involving the original and estimated hyperspectral endmember-spectra. A smaller angle corresponds to better spectra extraction.

We then compute the Normalized Mean Square Error (NMSE) [9]. This criterion is also calculated by using the original and estimated hyperspectral endmember-spectra. Again, a smaller NMSE value corresponds to better spectra extraction.

4.2. Tested data and experiments design

The tested synthetic data are generated as follows. Hyperspectral endmember-spectra are randomly chosen from a spectral library measured from 0.4 to 2.5 \( \mu \)m with 420 wavelengths and compiled by the United States Geological Survey (USGS) [14]. The number of endmembers is varied from 2 to 10 in our tests. For a fixed number of endmembers, the selected endmember-spectra are used to generate a 30×30 pixel synthetic hyperspectral image according to the considered linear mixing model (1). The abundance coefficients used to generate these mixtures are randomly selected. These abundance fractions maps are pre-processed so as to satisfy the abundance sum-to-one constraint. Also, for each selected hyperspectral endmember-spectrum, a corresponding multispectral endmember-spectrum is derived therefrom by just averaging the samples of the latter hyperspectral spectrum over the wavelength regions corresponding to the Landsat Enhanced Thematic Mapper Plus (ETM+) bands 1-5 and 7 (instead of deriving these multispectral spectra by means of the multispectral unmixing methods that were mentioned above). For each selected hyperspectral endmember-spectrum, this yields a multispectral endmember-spectrum with six wavelengths, corresponding to the centers of these bands. These multispectral endmember-spectra are used as mentioned in the proposed algorithm.
Also, for a fixed number of endmembers, 10 runs are performed to reduce the random effect of the results. The next section contains the means of the results obtained in these runs.

4.3. Results and discussion

We hereafter compare the performance of the designed and three NMF-based literature methods for the generated data. These literature methods are: modified NMF [5], standard multiplicative NMF [2], [6], [7], and minimum volume constrained NMF (MVC-NMF) [15]. The latter two NMF-based literature methods do not make use of multispectral data and are only applied to generated hyperspectral images, while the proposed and the literature modified NMF methods take multispectral data into account. All tested methods are initialized with the same matrix values. The maximum number of iterations used in each tested algorithm is set to 1000. The next figures show the mean values of the considered performance criteria for each algorithm.

![Figure 1. Mean SAM values (°).](image1)
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Globally, the above figures prove that the proposed algorithm yields much better performance than all other used literature methods. For each number of endmembers, the mean of SAM is less than 4° for the proposed approach, while this mean of SAM is, globally, close to or greater than 6° for the tested literature methods. Also, for each number of endmembers, the used literature methods achieve, globally, a mean of the NMSE values greater than 10%, while the proposed algorithm provides a mean of the NMSE values around 5%.

As stated throughout this paper, the proposed algorithm is designed to unmix hyperspectral images combined with multispectral data. However, some spectral variability between these two types of images may occur. In order to evaluate the robustness of the proposed algorithm to this spectral variability, another test is performed with the above generated synthetic data. In this test, and in order to add spectral variability between the hyperspectral and multispectral data, a random reflectance uniformly distributed between -5% and 5% of the original value is added to each sample of each created multispectral endmember-spectrum whereas the hyperspectral image is not modified. This addition is carried out while ensuring the nonnegativity constraint. The proposed and the literature modified NMF methods are applied to these modified synthetic data, and the mean values of the considered performance criteria are reported in the next tables.

**Table I.** Mean SAM values (°) obtained with spectral variability.

<table>
<thead>
<tr>
<th>Number of endmembers</th>
<th>Proposed NMF</th>
<th>Modified NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.14</td>
<td>4.24</td>
</tr>
<tr>
<td>3</td>
<td>1.77</td>
<td>5.31</td>
</tr>
<tr>
<td>4</td>
<td>3.14</td>
<td>6.12</td>
</tr>
<tr>
<td>5</td>
<td>3.71</td>
<td>6.51</td>
</tr>
<tr>
<td>6</td>
<td>4.24</td>
<td>6.61</td>
</tr>
<tr>
<td>7</td>
<td>4.56</td>
<td>6.73</td>
</tr>
<tr>
<td>8</td>
<td>4.94</td>
<td>6.80</td>
</tr>
<tr>
<td>9</td>
<td>5.25</td>
<td>7.05</td>
</tr>
<tr>
<td>10</td>
<td>5.54</td>
<td>7.21</td>
</tr>
</tbody>
</table>

**Table II.** Mean NMSE values (%) obtained with spectral variability.

<table>
<thead>
<tr>
<th>Number of endmembers</th>
<th>Proposed NMF</th>
<th>Modified NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>5.49</td>
<td>10.67</td>
</tr>
<tr>
<td>3</td>
<td>6.39</td>
<td>11.73</td>
</tr>
<tr>
<td>4</td>
<td>8.44</td>
<td>13.47</td>
</tr>
<tr>
<td>5</td>
<td>9.11</td>
<td>13.75</td>
</tr>
<tr>
<td>6</td>
<td>9.99</td>
<td>14.35</td>
</tr>
<tr>
<td>7</td>
<td>10.41</td>
<td>14.82</td>
</tr>
<tr>
<td>8</td>
<td>11.07</td>
<td>14.99</td>
</tr>
<tr>
<td>9</td>
<td>11.67</td>
<td>15.19</td>
</tr>
<tr>
<td>10</td>
<td>12.15</td>
<td>15.48</td>
</tr>
</tbody>
</table>
5. CONCLUSION

In this work, a new algorithm, based on nonnegative matrix factorization, was proposed for linear endmember spectra extraction from remote sensing hyperspectral images combined with multispectral data. The proposed algorithm was used to unmix a hyperspectral image. Using new multiplicative update rules, it minimizes a new cost function that combines multispectral data and a spectral degradation model between these data and hyperspectral ones. Our tests show that the proposed method significantly outperforms some literature ones, which do not take into account multispectral data. Also, this new approach is robust to spectral variability that may exist between the two types of considered remote sensing data. The combination of hyperspectral and multispectral data is therefore very attractive for linear hyperspectral endmember-spectra extraction. Future extensions of this work may consist in applying the proposed algorithm to other synthetic data and also to real hyperspectral and multispectral images.
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