Steady-State Analysis of the Maximum Correntropy Volterra Filter with Application to Nonlinear Channel Equalization
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Abstract—As a well-established adaptation criterion, the maximum correntropy criterion (MCC) has received increased attention due to its robustness against outliers. In this paper, a new complex maximum correntropy criterion Volterra filter (Volterra-CMCC) that does not need any a priori information about the noise statistical characteristics, is proposed based on the recursive scheme. We study the steady-state excess mean-square-error (EMSE) behavior of the Volterra-CMCC algorithm by using the energy conservation relation and Taylor series expansion approach. Then, the proposed algorithm is applied to the nonlinear channel equalization problem, where the channel is contaminated by impulsive noise. The results obtained from simulation study establish the effectiveness of this new Volterra-CMCC equalizer.

I. INTRODUCTION

Over the past decade, several improvements based on the $l_2$-norm have been developed to enhance the performance of the recursive least square (RLS) algorithm [1], [2]. Nevertheless, the $l_2$-norm type algorithms may fail to work when the second-order moments of additive noise are infinite [3]. This problem has been extensively investigated for the case of physical channels, such as underwater acoustic communication channel, VHF radio, and portable radio [4]–[6]. These studies have shown that the additive noise in these scenarios can be well modeled by the $\alpha$-stable distribution [4]. The $\alpha$-stable distribution has no finite second-order or higher order moments. Therefore, the performance of the RLS-based algorithms deteriorate in the presence of $\alpha$-stable noise.

For high data rate communication systems, the communication quality can suffer severely from intersymbol interference (ISI), nonlinear distortions, and noise [7]. To compensate for distortions and achieve reliable signal transmission (i.e., low bit error rate (BER)), equalizers have been widely applied in communication systems. In recent years, various nonlinear equalization techniques have been reported [8]–[10]. In [9] and [10], a kernel least mean square (LMS) algorithm based on Wirtingers calculus and an augmented complex kernel LMS based on widely linear estimation were proposed for the nonlinear channel equalization problem. Note that the above-mentioned kernel methods can be regarded as a generalization of minimum mean square error (MSE) criterion. For non-Gaussian signals, the use of the MSE criterion is sub-optimal as it does not take into account the effects of higher-order moments.

Recently, the maximum correntropy criterion (MCC) has received considerable attention in the signal processing literature [11]. The MCC provides a measure of local similarity between two random variables and as such, shares a close relationship with M-estimation [12]. Due to its simplicity and low sensitivity to outlier noise samples, it has been widely used recently as an underlying criterion in the design of robust adaptive filtering schemes for various applications [13], [14].

In this paper, a new complex-valued recursive Volterra filter, called Volterra-CMCC, is proposed by recursively minimizing the MCC function. Moreover, the steady-state performance of the Volterra-CMCC algorithm is analyzed. The proposed algorithm is useful for nonlinear channel equalization, especially when the signals contain large outliers or are contaminated by impulsive noises. The improved performance of Volterra-CMCC algorithm is confirmed in the context of nonlinear channel equalization with $\alpha$-stable noise.

II. PROBLEM FORMULATION

![Fig. 1. Block diagram of an equalizer in digital transmission system.](image)

Fig. 1 shows a discrete-time model of a communication system, where transmission occurs over a nonlinear channel and an adaptive equalizer is employed at the receiver. The error signal of adaptive equalizer can be defined as

$$e(n) = d(n) - y(n)$$

$$e(n) = s(n - Z) - y(n)$$

(1)

where $s(n)$ is the transmitted signal (i.e., known training sequence), $d(n) = s(n - Z)$ is the desired or reference signal
driving the adaptation, $Z$ is the transmission delay related to the communication channel, and $y(n)$ is the equalizer output.

Nonlinear distortions considered in the channel during the process of transmission are labeled as ‘Nonlinear channel’. The nonlinear function is:

$$\varepsilon(n) = \xi(s(n))$$

(2)

where $\varepsilon(n)$ denotes the channel output.

The input to the equalizer (corrupted signal) is defined as

$$x(n) = \varepsilon(n) + v(n)$$

(3)

where $v(n)$ is the additive noise.

Considering the computational cost of the Volterra filter, the second-order Volterra (SOV) expansion [15] is used in this paper. The expanded input vector $x(n)$ of the SOV filter is expressed as

$$x(n) = [x(n), x(n-1), ..., x(n-1+M)]$$

\begin{equation}
\begin{aligned}
&= x_1(n), x_2(n)x(n-1), ..., x_1(n-1+M),
&= [x_1(n), x_1(n)x(n-1), ..., x_1(n-1+M)]^T
\end{aligned}
\end{equation}

(4)

where $M$ denotes the length of the linear kernel. The length of the second-order Volterra filter $L$ can be calculated by $L = 3M(M+3)/2$. Thus input signal $x_1(n)$ is passed into the adaptive equalizer, which reduces the effect of channel and recovers transmitted signals according to the received signal samples. One important challenge comes from channel equalization of impulsive noise. These impulsive noise processes can be modeled as $\alpha$-stable noise process which has no closed form probability density function (PDF) expression. The characteristic function of symmetric $\alpha$-stable ($S\alpha S$) distribution, which is the Fourier transform of the PDF, can be described by

$$\varphi(t) = \exp \{-\gamma |t|^\alpha \}$$

(5)

where $0 < \alpha < 2$ denotes the characteristic exponent, and $\gamma$ denotes the dispersion parameter whose behavior is similar to the variance of the Gaussian distribution. The small $\alpha$ indicates the highly impulsive noise. Specially, if $\alpha = 2$, (5) becomes the characteristic function of the Gaussian distribution.

III. DERIVATION OF THE VOLTERA-CMCC ALGORITHM

Let $D$ and $Y$ be two random variables with the same dimensions, the measure of correntropy is defined as [12]

$$V(D,Y) = E\{\kappa(D,Y)\} = \int \kappa(d,y)d\mathcal{R}_{D,Y}(d,y)$$

(6)

where $\kappa(\cdot,\cdot)$ denotes a shift-invariant Mercer kernel, and $\mathcal{R}_{D,Y}$ stands for the joint distribution function of ($d$, $y$).

In this work, the kernel function in correntropy is chosen as the following Gaussian kernel

$$\kappa(D,Y) = \frac{1}{\sqrt{2\pi}\sigma} \exp \left\{-\frac{|D-Y|^2}{2\sigma^2}\right\}$$

(7)

where $\sigma$ stands for the kernel size. The cost function of the MCC-based algorithms can be defined as follows [12]

$$J(n) = E\left\{\exp \left\{-\frac{\varepsilon(n)^2}{2\sigma^2}\right\}\right\}$$

(8)

where $E\{\cdot\}$ stands for expectation. The MCC is a measure of the similarity between two random variables, whose value is mainly decided by the kernel function. Fig. 2 illustrates the MCC cost function $\kappa(d, y)$ in the joint space of $d$ and $y$. For Gaussian kernel, the MCC divides space in three different regions. When two points are close, the MCC behaves like an $l_2$-norm distance in the Euclidean region. When two points are getting apart, the MCC behaves like an $l_1$-norm and eventually like an $l_0$-norm when two points are further apart [12]. This property demonstrates robust performances of correntropy for outliers. To achieve improved performance, the RLS-based algorithms are usually preferred. Therefore, the cost function of Volterra-CMCC can be defined as follows

$$\mathcal{T}(n) = \frac{1}{\sqrt{2}\pi\sigma} \sum_{i=1}^{n} \lambda^{-i} \exp \left\{-\frac{e(i,n)e(i,n)^*}{2\sigma^2}\right\}$$

(9)

where $0 < \lambda < 1$ denotes the forgetting factor, and $*$ is the conjugate operation. The output signal $y(i, n)$ and the error signal $e(i, n)$ can be expressed as

$$y(i, n) = w^H(n)x(i),$$

(10)

$$e(i, n) = d(i) - w^H(n)x(i)$$

(11)

where $w(n)$ denotes the weight vector, and superscript $H$ denotes Hermitian operator (conjugate transpose). Taking the gradient of $\mathcal{T}(n)$ with respect to the weight vector $w(n)$, we obtain

$$\frac{\partial \mathcal{T}(n)}{\partial w^*(n)} = \frac{-1}{2\sigma^2},$$

$$\frac{1}{\sqrt{2}\pi\sigma} \sum_{i=1}^{n} \lambda^{-i} \exp \left\{-\frac{e(i,n)e(i,n)^*}{2\sigma^2}\right\} \frac{\partial\varepsilon(i,n)}{\partial w^*(n)}.$$}

(12)

Letting (12) be zero, one gets

$$\sum_{i=1}^{n} \lambda^{-i}\psi(i, n)x(i)x^H(i,w(n)) = \sum_{i=1}^{n} \lambda^{-i}\psi(i, n)x(i)$$

(13)

where the weighting factors $\psi(i, n)$ is expressed as

$$\psi(i, n) = \exp \left\{-\frac{e(i,n)e(i,n)^*}{2\sigma^2}\right\}.$$}

(14)

Then, the expression of $w(n)$ is obtained as follows:

$$w(n) = F(n)\pi(n) = R^{-1}(n)\pi(n)$$

(15)
where \( F(n) = R^{-1}(n), R(n) = \sum_{i=1}^{n} \lambda^{n-i} \psi(i,n)x(i)x^H(i) \)
and \( \pi(n) = \sum_{i=1}^{n} \lambda^{n-i} \psi(i,n)d^*(i)x(i) \).
For \( \psi(n) = 1 \), the algorithm becomes the RLS algorithm. When \( \psi(n) \neq 1 \), \( R(n) \) and \( \pi(n) \) are the weighted autocorrelation matrix and the weighted cross-correlation vector of the optimal weights via \( \psi(n) \). We need to recalculate (15) at each iteration.
To avoid this inconvenience, a sliding window method is proposed in [16]. However, the algorithm carries the main drawback of sliding-window strategy: the algorithm needs to keep in memory all previous samples within a window.
To overcome this drawback, \( R(n) \) and \( \pi(n) \) are updated by recursive expression as follows:
\[
R(n) \approx \sum_{i=1}^{n} \lambda^{n-i} \psi(i,n)x(i)x^H(i) = -\lambda R(n-1) + \psi(n,n)x(n)x^H(n),
\]
\( \pi(n) \approx \sum_{i=1}^{n} \lambda^{n-i} \psi(i,n)d^*(i)x(i) = \lambda \pi(n-1) + \psi(n,n)x(n)d^*(n). \)

An important point in (15)-(17) needs to be highlighted. Note from (15-17) that the adaptation is similar to the Wiener solution [14], which required matrix inverse operation. Hence, (15) demands heavy computational costs and is seldom used in practice. By using matrix inversion lemma [17], \( F(n) \) can be expressed as
\[
F(n) = \lambda^{-1} F(n-1) - \lambda^{-1} \Phi(n)x^H(n)F(n-1) \tag{18}
\]
where \( F(0) = \rho^{-1}I, \rho \) is a small positive number, and the gain factor is defined by \( \Phi(n) = \frac{\psi(n,n)x^H(n)F(n-1)\pi(n)}{\lambda + \psi(n,n)x^H(n)F(n-1)\pi(n)}. \)
Thus, \( w(n) \) can be updated as
\[
w(n) = w(n-1) + \Phi(n)[d^*(n) - x^H(n)w(n-1)]. \tag{19}
\]

**Remark 1:** Note that (14) and (19) demonstrate an implicit relationship between \( w(n) \) and \( \psi(n,n) \) that cannot be solved in one step. Hence, the algorithm requires an iterative approximation to the solution, where \( \psi(n,n) \) is calculated by using \( w(n-1) \), and the new value for \( w(n) \) is obtained via the value of \( \psi(n,n) \).

**Remark 2:** The proposed algorithm is nearly blind since it does not require any prior information on the noise characteristics, and it can be implemented using only \( \sigma \) and \( \lambda \).

### IV. Steady-state Performance Analysis

In this section, we analyze the steady-state performance of the Volterra-CMCC algorithm. Since the output of the Volterra depends linearly on the coefficients of the filter itself, we can use the method in [17], [18] for studying the steady-state excess MSE (EMSE) of Volterra-CMCC algorithm.

Consider the desired response arising from the model
\[
d(n) = w_o^H x(n) + v(n) \tag{20}
\]
where \( w_o \) is a vector containing the optimal coefficient values.

Define the weight deviation vector as:
\[
\Omega(n) = w_o - w(n). \tag{21}
\]

Then, some assumptions are given as
1) The input signal \( x(n) \) is independent and identically distributed (i.i.d.) with zero-mean and is approximately independent of the a priori excess errors \( e_o(n) = x^H(n)\Omega(n-1) \).
2) The noise signal \( v(n) \) is i.i.d. with zero-mean and variance \( \sigma_v^2 \).
3) \( \psi(n) \) and \( x(n) \) are mutually independent.

The adaptation of the weight deviation vector of the Volterra-CMCC algorithm can be given by
\[
\Omega(n) = \Omega(n-1) - \frac{\psi(n,n)x^H(n)\Omega(n-1)}{\lambda + \psi(n,n)x^H(n)\Omega(n-1)} \cdot [d^*(n) - x^H(n)w(n-1)] \tag{22}
\]

Considering (18), and applying the matrix inversion formula, we have
\[
F^{-1}(n) = \lambda^{-1} F(n-1) - \sum_{i=0}^{n} \lambda^{n-i} \psi(i,n)x^H(i)x(i). \tag{23}
\]

Then, (22) can be rewritten as
\[
\Omega(n) = \Omega(n-1) - \frac{\vartheta(n)F(n)x^H(n)\pi(n)}{\lambda + \vartheta(n)F(n)x^H(n)\pi(n)}. \tag{24}
\]

where \( \vartheta(n) = \frac{1}{\lambda^2 + 2\lambda \sigma_v^2 - \sigma_v^4} \cdot \frac{1}{\psi(n,n)x^H(n)\Omega(n-1)} \).

When the exponential term is expanded with a second-order Taylor series, we obtain
\[
\vartheta(n) = \frac{1}{\lambda^2 + 2\lambda \sigma_v^2 - \sigma_v^4} \cdot \frac{1}{\psi(n,n)x^H(n)\Omega(n-1)}.
\]

In steady-state, we define the posterior error \( e_p(n) = x^H(n)\Omega(n) \).

Multiplying both sides of (24) by \( x(n) \), we obtain the relationship between the a priori and the a posteriori estimation errors
\[
e_p(n) = e_o(n) - ||x(n)||^2 F(n)\vartheta(n) e(n) \tag{25}
\]

where \( ||x||^2 = x^*Ax \) stands for the squared-weighted Euclidean norm of a vector. When \( x(n) \neq 0 \), the energy conservation relation (ECR) expression [17] for Volterra-CMCC algorithm can be given as
\[
\Omega(n) + \frac{\vartheta(n)F(n)x^H(n)\pi(n)}{\lambda + \vartheta(n)F(n)x^H(n)\pi(n)} e_o(n) = \Omega(n-1) + \frac{\vartheta(n)F(n)x^H(n)\pi(n)}{\lambda + \vartheta(n)F(n)x^H(n)\pi(n)} e_p(n). \tag{26}
\]

Combining (24) and (25), and using \( \vartheta^{-1}(n)F^{-1}(n) \) as a weighting matrix for the squared-weighted Euclidean norm of a vector, we obtain
\[
||\Omega(n)||^2 \vartheta^{-1}(n)F^{-1}(n) + \frac{||e_o(n)||^2}{||x(n)||^2 \vartheta(n) F(n) \pi(n)} = ||\Omega(n-1)||^2 \vartheta^{-1}(n)F^{-1}(n) + \frac{||e_p(n)||^2}{||x(n)||^2 \vartheta(n) F(n) \pi(n)}. \tag{27}
\]

Suppose the Volterra-CMCC algorithm converges. Therefore in the steady state when \( n \to \infty \) the optimum (minimum) EMSE can be obtained. Under this assumption the following approximation can be made:
\[
E \left\{ ||\Omega(n)||^2 \vartheta^{-1}(n)F^{-1}(n) \right\} \approx E \left\{ ||\Omega(n-1)||^2 \vartheta^{-1}(n)F^{-1}(n) \right\} \tag{28}
\]
Taking expectations of both sides of (27), and substituting (28) into (27) results in

$$E \left\{ \frac{|e_a(n)|^2}{\|x(n)\|_{\theta} F(\infty)} \right\} = E \left\{ \frac{|e_a(n)|^2}{\|x(n)\|_{\theta} F(\infty)} \right\}.$$  

(29)

Now, substituting (25) into (29), we obtain that at steady state

$$E \left\{ \|x(n)\|_{\theta}^2 F(\infty) |e(\infty)|^2 \right\} = 2Re \left\{ E \left\{ e_a(\infty) e(\infty) \right\} \right\}$$

(30)

where $Re\{x\}$ denotes the real part of $x$. Consider $e(n) = e_a(n) + v(n)$, (22) can be expressed as

$$\sigma^2_e E \left\{ \|x(n)\|_{\theta}^2 F(\infty) \right\} + E \left\{ \|x(n)\|_{\theta}^2 F(\infty) |e_a(\infty)|^2 \right\}$$

$$= 2E \left\{ e_a(\infty) \right\}^2.$$  

(31)

Assume that $\|x(n)\|_{\theta}^2 F(\infty)$ is independent of $|e_a(\infty)|^2$ at steady-state, we have

$$\sigma^2_e E \left\{ \|x(n)\|_{\theta}^2 F(\infty) \right\} + E \left\{ \|x(n)\|_{\theta}^2 F(\infty) \right\}$$

$$= 2E \left\{ e_a(\infty) \right\}^2.$$  

(32)

Inserting (32) into (30), we obtain

$$\zeta = \frac{\theta \sigma^2_e}{2 - \theta}$$  

(33)

where $\zeta \overset{\Delta}{=} E \left\{ |e_a(\infty)|^2 \right\}$ and $\theta \overset{\Delta}{=} E \left\{ \|x(n)\|_{\theta}^2 F(\infty) \right\} = E \left\{ \frac{(2\sigma^2_e)^{-\frac{1}{\theta}} \exp(\frac{-(\|x(n)\|_{\theta}^2)}{2\sigma^2_e})}{\exp(\frac{-(\|x(n)\|_{\theta}^2)}{2\sigma^2_e})} \right\}.$

Recalling from (23), the steady-state mean value of $F^{-1}(n)$ is obtained as

$$F^{-1} \overset{\Delta}{=} \lim_{n \to \infty} E \left\{ F^{-1}(n) \right\} = \frac{E\{\psi(n, n)\} Q(n)}{1-\lambda}.$$  

The notation $Q(n)$ stands for the covariance matrix $Q(n) = E\{x(n)x^H(n)\}$. According to the approximation in [17] and using the second-order Taylor series, the following approximation can be made:

$$E \left\{ F(n) \right\} \approx \left( E \left\{ F^{-1}(\infty) \right\} \right)^{-1} = F = \frac{(1-\lambda)Q^{-1}(\infty)}{E\{\exp(-\|x(n)\|_{\theta}^2/2\sigma^2_e)\}} \approx \frac{(\sigma^2_e)^{-\frac{1}{\theta}}(1-\lambda)Q^{-1}(\infty)}{(2\sigma^2_e)^{-\frac{1}{2}} \exp(\frac{-(\|x(n)\|_{\theta}^2)}{2\sigma^2_e})}.$$  

(34)

For $0 < \lambda < 1$, we have $|e_a(n)| \ll |v(n)|$ in the steady-state. Thus, substituting (34) and into (33), we have

$$\zeta = \frac{\sigma^2_e(1-\lambda)N\eta}{2(1-\lambda)L\eta}$$  

(35)

where $\eta = E \left\{ \lambda E \left\{ \frac{1}{(2\sigma^2_e)^{-\frac{1}{\theta}} \exp(\frac{-(\|x(n)\|_{\theta}^2)}{2\sigma^2_e})} \right\} \right\}$. Eq. (35) is difficult to further simplify. The theoretical results contain a random variable $v(n)$, but after the expectation, we can obtain an exact value. Furthermore, (35) is also applicable to the analysis of linear CMCC algorithm.

Here, we compare the computational complexity of the Volterra-RLS algorithm and the proposed algorithm, as shown in Table I. It is well known that the RLS algorithm requires $4M^2 + 12M - 1$ real additions and $4M^2 + 16M + 1$ real multiplications for complex-valued signals. By using SOV expansion, the Volterra-RLS algorithm requires $M^2 + M$ real additions and $2M^2 + 2M$ real multiplications for computing $x(n)$. Therefore, the Volterra-RLS algorithm requires $5M^2 + 13M - 1$ real additions and $6M^2 + 18M + 1$ real multiplications in total. The proposed algorithm moderately increases the computational complexity.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Volterra-RLS</th>
<th>Volterra-CMCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real additions</td>
<td>$5M^2 + 13M - 1$</td>
<td>$5M^2 + 17M + 1$</td>
</tr>
<tr>
<td>Real multiplications</td>
<td>$6M^2 + 18M + 1$</td>
<td>$6M^2 + 26M + 7$</td>
</tr>
<tr>
<td>Other operations</td>
<td>0</td>
<td>1 exponential operation</td>
</tr>
</tbody>
</table>

V. SIMULATION RESULTS

In this section, we conduct a series of simulations to evaluate the performance of the Volterra-CMCC algorithm. In the first part, we provide the theoretical validation of the proposed algorithm. In the second part, we use simulations to illustrate the effectiveness of the Volterra-CMCC algorithm for nonlinear channel equalization and compare it with the Volterra-RLS algorithm. All the simulation results shown in this section are calculated over 100 independent runs.

A. Verification of EMSE

First, we perform simulation verification for the EMSE formulas in context of nonlinear system identification for the Volterra-CMCC algorithm. The input signal is the complex white Gaussian signal (CWGN) with zero-mean and unit variance, and the noise signal is the CWGN. Fig. 3 illustrates a comparison between the theoretical and simulation results for Volterra-CMCC algorithm with signal-to-noise ratio (SNR)=10, 20, 30 dB. The unknown plant is a second-order nonlinear system, which is presented by [19]. As shown in Fig. 3, the theoretical results show a good match with the simulations. In addition, the simulation and theoretical EMSE values with different Volterra systems and noise environments are given in Table II. The number of iterations used is 3000. As can be seen, the simulation results agree quite well with the theoretical results.
TABLE II
EMSE FOR THE VOLterra-CMCC ALGORITHM (λ=0.99).

<table>
<thead>
<tr>
<th>Noise power</th>
<th>Kernel size</th>
<th>Filter order</th>
<th>Theory</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>1</td>
<td>14 [18]</td>
<td>−31.46dB</td>
<td>−31.77dB</td>
</tr>
<tr>
<td>0.1</td>
<td>0.5</td>
<td>14 [18]</td>
<td>−21.97dB</td>
<td>−22.26dB</td>
</tr>
<tr>
<td>0.001</td>
<td>1.5</td>
<td>14 [15]</td>
<td>−41.30dB</td>
<td>−41.72dB</td>
</tr>
<tr>
<td>0.01</td>
<td>1</td>
<td>14 [15]</td>
<td>−31.46dB</td>
<td>−31.77dB</td>
</tr>
</tbody>
</table>

B. Application to nonlinear channel equalization

In second example, the performance of the Volterra-CMCC algorithm is examined in the context of nonlinear channel equalization. To achieve good nonlinear modeling capabilities, the SOV filter is used [15]. To compare the BER performance of the Volterra-RLS and Volterra-CMCC algorithms fairly, we change the forgetting factor so that they have the similar convergence rate.

The SNR is defined as [15]

$$\text{SNR} = \frac{\sigma_x^2}{\gamma}$$ (36)

where $\sigma_x^2$ denotes the power of the input vector.

The transmitted signal and channel output has the following relationship:

$$x(n) = s(n) - 0.5s(n - 1) + 0.001s^2(n) + 0.002s^3(n - 1) + 0.007s(n)s(n - 1).$$ (37)

The transmitted message is a 2-PAM signal. The characteristic exponent $\alpha$ of the noise is set to 1.8. The length of the SOV filter is set to $L = 14$ with the memory size of linear kernels $M = 4$ and the memory size of quadratic kernels 10. The BER performance of the algorithms in $\alpha$-stable noise is illustrated in Fig. 4. For all the equalizers the BER decreases with SNR for nonlinear models. Again, the proposed algorithm outperforms the Volterra-RLS equalizer.

Fig. 4. BER performance of the equalizers.

VI. CONCLUSION

Based on the MCC, a new Volterra-CMCC algorithm, not requiring any a priori information, is proposed along with a Gaussian kernel for solving the nonlinear channel equalization problem. The MCC, which has been proven to be a robust and efficient optimization criterion for outliers, is used to improve the performance of equalizer. Moreover, we study the steady-state behavior of the Volterra-CMCC algorithm. As compared to the MSE-based criterion, the proposed algorithm achieves superior performance. Simulation results verified the efficiency of the proposed algorithm.
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