Time-Data Trade-off in the Sparse Fourier Transform
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Abstract—It has been shown that the Discrete Fourier Transform (DFT) can be computed in sublinear time from a sublinear number of samples when the target spectrum is sparse. However, this is usually only expressed qualitatively in terms of the order of number of computations/samples. Here we investigate the explicit time-data tradeoff for the Sparse Fourier Transform (SFT) algorithm proposed by Pawar and Ramchandran using coding theoretic tools. This leads to an optimal oversampling rate (SFT) algorithm proposed by Pawar and Ramchandran using coding theoretic tools. This leads to an optimal oversampling rate while keeping the required number of time domain samples close to the minimum value.

I. INTRODUCTION

The time domain samples used to calculate the Discrete Fourier Transform (DFT) should be obtained by sampling the analogue signal at more than Nyquist rate which is twice the maximum frequency that needs to be preserved. However, if the frequency domain of a signal contains only few non-zero components (sparse) the DFT can be calculated from fewer samples using the Sparse Fourier Transform (SFT) techniques.

Sparse Fourier Transform algorithms can be generally divided into two main categories, the first one is the Windowed Sparse Fourier Transform [1] [2] [3], and according to the empirical evaluation conducted by Gilbert et al. (2014) [4] the best results achieved using this technique is by Hassanieh et al. (2012) [3]. The second category is the Aliasing Based Sparse Fourier Transform. This category was invented at least three times independently by [5], [6] and [7] which gives an indication about the importance of such approach.

A. Relation to Prior Work

In most SFT algorithms the minimum number of time domain samples required by the algorithm to achieve high accuracy. Nevertheless, using the minimum samples leads to high computational complexity. This paper utilises coding-theoretic tools to identify the minimum required time domain samples and the computational complexity established coding theory. The tradeoff between the number of time domain samples used and the computational complexity is introduced in Section IV. Section V introduces the optimal operating point that leads to both low computational complexity and low sample complexity.

II. SHIFTING AND SUB-SAMPLING IN TIME

At a high level the algorithm uses multiple stages, each sub-sampling the original signal in time using a unique sub-sampling factor. For each stage the DFTs of two sub-sampled time signals are calculated where one of the signals is shifted in time prior to sub-sampling [5]. Furthermore, the conducted analysis assumes that signals are already in the digital domain. This can be extended to the analogue domain by a proper manipulation of Fourier transforms in a way similar to the work of Feng and Bresler (1996) [8]. Moreover, the considered signals are assumed noiseless and exactly sparse. These limitations will be addressed in future work.

One of the limitations of the considered algorithm is the assumption that the locations of the non-zero frequency components follow an average case signal model which assumes that the support of the signal \( X \in \mathbb{C}^N \) is drawn uniformly at random from the set \{0, . . . , N − 1\}. Furthermore, the conducted analysis assumes that signals are already in the digital domain. This can be extended to the analogue domain by a proper manipulation of Fourier transforms in a way similar to the work of Feng and Bresler (1996) [8]. Moreover, the considered signals are assumed noiseless and exactly sparse. These limitations will be addressed in future work.

II. SHIFTING AND SUB-SAMPLING IN TIME

At a high level the algorithm uses multiple stages, each sub-sampling the original signal in time using a unique sub-sampling factor. For each stage the DFTs of two sub-sampled time signals are calculated where one of the signals is shifted in time prior to sub-sampling [5].

Sub-sampling the time domain signal \( x \in \mathbb{C}^N \) will introduce aliasing to the frequency domain signal \( X \in \mathbb{C}^N \). A relation between the original signal and the sub-sampled in time version can be derived starting from the definition of the Inverse-DFT and sub-sampling in time by a factor of \( p \):

\[
x[p \cdot n] = \frac{1}{N} \sum_{l=0}^{N-1} X(l) \cdot e^{j2\pi l n / (N/p)} \tag{1}
\]

for any \( m \) and \( n \) that are integers:

\[
x[p \cdot n] = \frac{1}{N/p} \sum_{k=0}^{N/p-1} \sum_{m=0}^{p-1} X(k + m \cdot N/p) \cdot e^{j2\pi k n / (N/p)} 
\]

(2)
The result of sub-sampling in time is a signal that is of a lower dimension $X_p \in \mathbb{C}^{N/p}$ and can be related to the original high dimensional signal $X \in \mathbb{C}^N$ as follows:

$$X_p[(k)/N/p] = \frac{1}{p} \sum_{m=0}^{p-1} X[(k + m \cdot N/p)] \quad (3)$$

where $((\bullet))_N$ indicates periodicity over a period of $N$. The frequency components that are $N/p$ bins apart will collide into one frequency bin. However, using sub-sampling factors that result in signals with lengths that are either co-prime integers or cyclically shifted sets of co-prime integers will ensure that the components that collide in one of the sub-sampled stages do not collide in the others [5].

Shifting in time will multiply each frequency component by an exponential term:

$$x[[(n)]_N] \xrightarrow[\rho \mathcal{F}^{-1}]{\mathcal{F}} X[[(k)]_N]$$
$$x[[(n + n_0)]_N] \xrightarrow[\rho \mathcal{F}^{-1}]{\mathcal{F}} X[[(k)]_N] \cdot e^{j2\pi k(n_0)/N} \quad (4)$$

where $x[[(n + n_0)]_N]$ is the time domain signal circularly shifted by $n_0$ and $X[[(k)]_N]$ is the Discrete Fourier Transform of $x[[(n)]_N]$. Observing the exponential term introduced by the shift in time it can be clearly seen that it carries information about the location in the frequency domain at which it exists $(k)$.

Consider the signal $X \in \mathbb{C}^{20}$ which has a few non-zero frequency components $\{X(3) = 3, X(8) = 1.7, X(10) = 1, X(13) = 2.4, X(18) = 4.3\}$. Let $y_{m,n}$ be the $m^{th}$ observation vector which contains the content of the $m^{th}$ frequency bin in both the sub-sampled signal and the shifted (by $n_0 = 1$) sub-sampled signal in stage $(n = 0)$ which sub-samples in time by $p = 5$.

$$y_{0,0}^1 = X(8) \times \left[\begin{array}{c} 1 \\ W^8 \end{array}\right] = 1.7 \times \left[\begin{array}{c} 1 \\ W^8 \end{array}\right] \quad (5)$$

where $W = e^{j2\pi/N}$ is the $N^{th}$ root of unity, and $j = \sqrt{-1}$. Since $y_{0,0}$ satisfies the following conditions:

$$|y_{m,n}[0]| = |y_{m,n}[1]| \quad (6)$$
$$\left(\frac{N}{2\pi}\right) \times \mathcal{L}(y_{m,n}[1]/y_{m,n}[0]) \text{ integer} \in \{0, \ldots, N - 1\} \quad (7)$$

This means that $y_{0,0}$ can be detected as containing only a single Fourier component (Single-ton) and subsequently the value and location of that component in $X \in \mathbb{C}^{20}$ can be recovered as follows:

- Location: $k_{est} = (N/2\pi) \times \mathcal{L}(y_{m,n}[1]/y_{m,n}[0])$.
- Value: $X(k_{est}) = y_{m,n}[0]$.

However, $y_{2,0}$ does not satisfy any of the conditions and it is called a (Multi-ton):

$$y_{2,0} = 1 \times \left[\begin{array}{c} 1 \\ W^{10} \end{array}\right] + 4.3 \times \left[\begin{array}{c} 1 \\ W^{18} \end{array}\right] = \left[\begin{array}{c} 5.3 \\ 2.48 - j \ 2.53 \end{array}\right] \quad (8)$$

The non-zero components in $X \in \mathbb{C}^{20}$ can be recovered by alternating between stage 0 (sub-sampled by $p = 5$) and stage 1 (sub-sampled by $p = 4$) as shown in Fig. 1. Removing the recovered components from all sub-sampled signals will iteratively convert more (Multi-tons) to (Single-tons) allowing further recovery [5].

Fig. 1. $X \in \mathbb{C}^{20}$ sub-sampled in time by $p = 5$ (left), by $p = 4$ (right). Non-colliding components $\{X(8), X(13), X(3), X(10)\}$ can be recovered and removed to allow recovering colliding components $\{X(18)\}$.

### III. Relation to Coding Theory

Pawar and Ramchandran (2013) [5] map the problem of recovering sparse signals from sub-sampled versions to fit a randomized graph that is constructed based on the “Balls-and-Bins” model as shown in the example of Fig. 2. Here there are $d = 2$ edges originated from each left node which means that the left degree is $d = 2$ and this corresponds to the number of stages used (the number of sub-sampled signals).

Fig. 2. Mapping the problem of recovering sparse signals from sub-sampled versions into a sparse bipartite graph to utilise the well-established coding theory.
For large $N$ (signal length) and $k$ (sparsity) the number of edges remaining in the graph after each iteration can be estimated using the asymptotic theory Density Evolution which gives an estimation of the density of the remaining edges in the graph after each iteration as follows:\(^3\):

$$P_r = \left(1 - e^{-\frac{1}{2}P_{r-1}}\right)^{d^{-1}} \quad r = 1, 2, \ldots$$  \hspace{1cm} (9)

Where:

- $P_r$: Probability that an edge exists after \(\{r\}\) iterations.
- $\nu \approx \frac{n_b}{k d}$: Per-stage oversampling ratio.
- $d$: Number of stages.
- $n_b = \sum_{i=0}^{d-1} l_i$: Total number of observation vectors.
- $l_i$: Length of the $i^{th}$ sub-sampled signal.
- $m = 2 \times n_b$: Total time domain samples used.

Under the average case assumption, using sub-sampled signals with comparable lengths $l_0 \approx l_1 \approx \ldots \approx l_{d-1}$ will reduce the probability of collisions. This will allow defining the oversampling ratio as $\eta = \frac{m}{k} \approx 2d\nu$. The density of the edges remaining in the graph is directly related to the fraction of the non-recovered frequency components and as demonstrated by Fig. 3 as long as $P_r < P_{r-1}$ after each iteration the density will reduce. This can be guaranteed by choosing oversampling ratio which ensures that the Density Evolution relation given by (9) will achieve convergence. Moreover, larger oversampling ratios will allow $P_r$ to reduce in larger steps after each iteration which will allow faster convergence as illustrated by Fig. 5. Pawar and Ramchandran (2013) \[5\] show that the algorithm closely follows the theoretical results obtained based on Density Evolution.

The interesting behaviour that depends on the different parameters. To better understand this behaviour Density Evolution is used to identify the number of iterations \(\{r\}\) required to achieve probability \(\{P_r < \epsilon\}\) that an edge exists, where we set $\epsilon = 1 \times 10^{-8}$ and this is plotted in Fig. 4. This corresponds to high probability that the algorithm converges. As shown in Fig. 5 a minimum oversampling ratio is required to allow convergence and higher oversampling ratios require fewer iterations to achieve convergence, however, the relations do not clarify the impact of increasing oversampling on the complexity. To quantify such an effect the complexity of each part of the algorithm is analysed to find out the overall complexity. Since the complexity of different operations is usually expressed using $O(*)$ notation which gives the order of the complexity rather than the actual complexity this notation is avoided by introducing some simplifying assumptions. These assumptions can be modified with the exact complexity associated with the specific hardware.

![Fig. 3. The behaviour of Density Evolution when the oversampling ratio is chosen as $\eta = 2.5944$ which is just above the minimum required oversampling ratio for $(d = 4 \text{ stages})$.](image)

**IV. THE SFT TIME-DATA TRADEOFF**

Despite the fact that it has been shown that the complexity of such algorithms is $O(k \log k)$ \[5\] the complexity has an

\(^3\)It is worth mentioning that the relation given by Equation (9) is explicitly mentioned in \[9\] and the recent work by Li, Pawar, and Ramchandran \[10\].
of the observation vector and calculating the angle of the result and then multiplying by \((N/2\pi)\) which is constant and can be calculated once. The second step is assumed to cost three operations. The third step checks that \(k_{\text{est}} \in \{0, \ldots, N - 1\}\) and this can be done by checking if \(k_{\text{est}}\) is smaller than the largest entry in the set and it is assumed to cost two operations. This makes the cost of searching for a non-colliding component (Single-ton) 10 operations per observation vector:

\[
C_2 = 5 \cdot r(\nu, d) \cdot m
\]  

where \(r(\nu, d)\) is the minimum number of required iterations which is a function of the oversampling ratio and the number of stages used, we will see that this function dominates the cost. If one of the \((k)\) components is detected it will be subtracted from all the DFTs in all the \(d\) stages and this is assumed to cost \(2d\) operations. Subtracting the components requires knowing their locations and this requires calculating \((d - 1)\) modulo operators, each assumed to cost one operation:

\[
C_3 = k \cdot (3d - 1)
\]  

and this leads to the overall cost of the algorithm:

\[
C_{\text{total}} = C_1 + C_2 + C_3 = m \log \left( \frac{m}{2d} \right) + 5 \cdot r(\nu, d) \cdot m + k \cdot (3d - 1)
\]  

V. DISCUSSION

For a given sparsity \((k)\) the algorithm requires a minimum number of time domain samples to converge \((m = \eta k)\), hence, if the sparsity level is high the term \(C_1\) is mildly superlinear in \(m\) and it will dominate. \(C_2\) dominates the choice of optimal oversampling ratio in most cases. It depends on the number of time domain samples used \((m)\) and the number of iterations required for convergence \((r(\nu, d))\) which both depend on two parameters. The first parameter is the oversampling ratio \(\eta \approx 2d\nu\), using \(\eta\) just above the minimum oversampling ratio required will make the algorithm behave in the way shown in Fig. 3. As the contour taken by the algorithm passes closer to the line corresponding to \(P_r = P_{r-1}\) a larger number of iterations will be required to achieve convergence, however, increasing the oversampling ratio just a little will move the contour away and this will allow convergence using fewer number of iterations. The second parameter is the number of stages used, \(d\). Writing \(P_r = f(P_{r-1})\) we note that for \(d = 2\) the gradient \( \partial f(0)/\partial P \) is non-zero and this indicates linear convergence, hence, \(d = 2\) is not competitive. On the other hand, for \(d \geq 3\) the gradient is zero and \(d = 3\) has the minimum oversampling requirement. The term \(C_3\) represents the cost of removing the recovered components and this cost is fixed and depends on the number of components that need to be removed which is related to the sparsity level, it also depends on the number of stages from which the components will be removed. Fig. 6 shows an example for \((d = 4)\) stages, it can be noticed that if the oversampling ratio is near the minimum the cost is huge, for instance, if the sparsity \(k = 400\) operating at an oversampling ratio of \((\eta = 2.593)\) will require \((608000)\) operations, on the other hand, increasing the oversampling to \((\eta = 4.422)\) will cause the complexity to drop to \((53550)\) operations, which is an order of magnitude smaller and this is at the expense of an increase in the total number of time domain samples used from \(m \approx (1038)\) to \(m \approx (1769)\).

VI. CONCLUSION

The computational complexity of the Aliasing Based SFT has been investigated and it was shown that in contrast to minimal sampling requirements an optimum operating point that has both low sample complexity and low computational complexity is above the minimum oversampling. Without such operating point the algorithm will operate either near the critical oversampling which is of a huge cost or above the optimum oversampling which is also of a large cost. The
considered signals are assumed noiseless and exactly sparse and the time-data tradeoffs for more general SFT problems will be considered in future work.
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