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Abstract

This paper presents the validation of the expressive content of
an acted oral corpus produced to be used in speech synthesis.
Firstly, objective validation has been conducted by means of au-
tomatic emotion identification techniques using statistical fea-
tures obtained from the prosodic parameters of speech. Sec-
ondly, a listening test has been performed with a subset of utter-
ances. The relationship between both objective and subjective
evaluations is analysed and the obtained conclusions can be use-
ful to improve the following steps related to expressive speech
synthesis.

1. Introduction
There is a growing tendency towards the use of speech in
human-machine interaction. Automatic speech recognition is
used to consult information or to make managements. Speech
synthesis let machines to communicate orally with users (au-
tomation of services or aid to disabled people). The incorpo-
ration of the recognition of emotional states or the synthesis
of emotional speech can improve the communication by do-
ing it more natural [1]. Therefore, one of the most important
challenges in the study of the expressive speech is the devel-
opment of oral corpora with authentic emotional content that
enable robust analysis according to the task for which they have
been developed. It is not the objective of the present work to
carry out an exhaustive summary of the available databases for
the study of emotional speech, since recently, complete studies
have appeared in the literature. In [2], a new compilation of
48 databases is presented showing a notable increase of multi-
modal databases. In [3], the databases used in 14 experiments
of automatic detection of the emotion are summarized. Finally,
in [4] a revision of 64 databases of emotional speech is done,
providing a basic description of each one and its application.

This paper describes the main aspects of the production of
an expressive speech corpus in Spanish faced to synthesis and
the objective and subjective evaluation of its emotional content.
Section 2 introduces different aspects about the corpora of ex-
pressive speech. Section 3 explains the production of our cor-
pus. Section 4 details the process of objective validation carried
out through techniques of automatic identification of the emo-
tion. The subjective evaluation by means of perception test is
explained in Section 5, and finally, the conclusions (Section 6).

2. Building emotional speech corpora
According to [5], there are four main aspects to be considered
in the development of an emotional speech corpus:i) thescope
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that covers the database (number of speakers, the language, di-
alects, genre of the speakers and types of emotional states);ii)
the context in which a locution takes place (emotional signif-
icance perceived across the semantics, the prosody, the facial
expression, gestures and posture);iii) the descriptors that al-
low to represent the linguistic, emotional and acoustic content
of the speech; andiv) the naturalness of the locutions, which
will depend on the strategy followed to obtain the emotional
speech. With respect to the latter, the main debate is centred
on the compromise between authenticity of the expressed emo-
tion and the control on the recording. Campbell [1] and later
Schr̈oder [6] propose 4 emotional speech sources:

Natural occurrences. Spontaneous human interaction
presents the most natural emotional speech although it has some
drawbacks due to the lack of control on its content, the quality
of sound, the difficulty of labelling, and finally, legal and ethical
aspects (e.g.The Reading-Leeds, The Belfast Naturalisticand
The CRESTdatabases described in [5]).

Elicitation. The provocation of authentic emotions in peo-
ple in the laboratory is a way of compensating some of the
problems described previously, although the fullblown emo-
tions would remain out of place [1]. In [6], five types of mood
induction procedures are described.

Stimulated emotional speech. This method consists of the
reading of texts with a verbal content adapted for the emotion to
be expressed. The difficulty of comparing utterances with dif-
ferent texts should be counteracted with an increase of the cor-
pus size so that statistical methods allow to generalize models
[1]. This technique was followed in the creation of theBelfast
Structured Emotion Database[5].

Acted emotional speech. The great advantage of this
method is the control of the verbal and phonetic content of
speech since all the emotional states can be produced using the
same phrases. This allows direct comparisons of the phonetics,
the prosody and the voice quality for the different emotions.
The great objection that presents is the lack of authenticity of
the expressed emotion [1].

Another important aspect to keep in mind is the purpose
of the speech and emotion research. It is necessary to distin-
guish between processes of perception (centred on the speaker)
and expression (centred on the listener) [6]. The objective of
the former is to establish the relation between the speaker emo-
tional state and quantifiable parameters of speech. Usually, they
deal with the recognition of emotions from speech signal. Ac-
cording to [3], one of the challenges is the identification of oral
indicators (prosodic, spectral and vocal quality) attributable to
the emotional behavior and that are not simply own character-
istics of conversational speech. The latter model the parameters
of the speech with the goal to transmit a certain emotional state.
The description of emotional states and the choice of speech
parameters are key in the final result. There is a high consen-



sus in the scientific community for obtaining emotional speech
by means of stimulated/acted speech for synthesis purposes [5]
[2], although other authors argue in favour of constructing an
enormous corpus gathered from recordings of the daily life of a
number of voluntary speakers [7].

This work combines methods of both types of studies. On
the one hand, the production of the corpus follows the guide-
lines of the studiescentred on the listenersince it is oriented
to speech synthesis. On the other hand, we apply techniques of
emotion recognition in order to validate its expressive content.

3. Our expressive speech corpus

We considered the development of a new expressive oral cor-
pus for Spanish due to lack of availability of a corpus with the
suitable characteristics within the framework of our research in
expressive speech synthesis. This corpus had a double purpose:
to learn the acoustic models of emotional speech and to be used
as the speech unit database for the synthesizer. This section
describes the steps followed in the production of the corpus.

3.1. Stimulated emotion and text design

For the recording of the present corpus, a female professional
speaker has been chosen due to her capability to use the suitable
expressive style to each text category (stimulted/acted speech).

For the design of texts semantically related to different ex-
pressive styles, we have made use of an existing textual database
of advertisements extracted from newspapers and magazines.
Based on a study of the voice in the audio-visual publicity
[8], five categories of the textual corpus have been chosen and
the most suitable emotion/style has been assigned to them:
New technologies (neutral-mature), education (joy-elation),
cosmetic (style sensual-sweet), automobiles (aggressive-hard)
and trips (sad-melancholic).

A set of phrases has been selected from each category by
means of agreedyalgorithm [9] that has allowed to obtain a
phonetic balance in each subcorpus. This type of algorithms
take the locally optimum choice at each stage with the hope to
find an adequate global solution. Therefore, the application of
this algorithm to the raised problem will obtain a valid solution,
although may be not the optimum one. In addition to looking
for a phonetic balance, phrases that contain exceptions (e.g. for-
eign words, abbreviations) have been avoided due to they make
difficult the automatic processes of phonetic transcription and
labelling. Moreover, the selection of similar phrases to others
previously selected has been penalized by thegreedyalgorithm.

3.2. Recording

The recording of the oral corpus has been carried out in a profes-
sional recording studio. Speech signals were sampled at 48 KHz
and quantized using 24 bits per sample and stored in WAV files.
Different recording sessions have been required and therefore a
preestablished protocol has been followed in order to minimiz-
ing errors that can cause deficiencies in the corpus labelling.
For the corpus segmentation in phrases, a semiautomatic pro-
cess has followed by means of a forced alignment using Hid-
den Markov Models from the phonetic transcription and later a
manual review and correction. This forced alignment also has
been used to segment the phrases in phonemes. The recorded
database has 4638 sentences and it is 5 h 12 min long.

4. Objective validation
The goal of the experiments described in this section was to val-
idate the expressive content of the corpus by means of automatic
emotion identification using different data mining techniques
applied to statistical features computed over the prosodic pa-
rameters of speech. An exhaustive subjective evaluation of the
full corpus (more than 5 hours of speech) would be a very te-
dious task and practically impossible. However, the whole cor-
pus can be validated by means of these automatic techniques.

4.1. Acoustic analysis

Prosodic features of speech (fundamental frequency, energy,
duration of phones and frequency of pauses) are related to vocal
expression of emotion [10]. In this work, an automatic acoustic
analysis of the sentences is performed using information of the
previous phonetic segmentation.

4.1.1. F0 related parameters

The analysis of the fundamental frequency (F0) parameters is
based on the result of the pitch marker described in [11]. This
system assigns marks over the whole signal. The unvoiced seg-
ments and silences are marked using interpolated values from
the neighboring voiced segments. For each phrase, three vec-
tors of local F0 values are obtained (complete, excluding si-
lences and unvoiced sounds, and only the stressed vowels). The
information about the boundaries of voiced/unvoiced (V/UV)
segments and silences is obtained from the corpus labelling.
Notice that if the phonetic segmentation was not available, an
automatic voice-activity detector (VAD) and a V/UV detector
would be required [12]. Moreover, F0 has been calculated in
both lineal and logarithmic scales.

4.1.2. Energy related parameters

For energy, speech is processed with 20-ms rectangular win-
dows and 50% of overlap, calculating the power (linear and
dBs) every 10ms. Following the same idea that for F0, three
vectors per utterance are generated (complete, excluding si-
lences, and only in the stressed vowels).

4.1.3. Rhythm related parameters

The duration of phones is an important cue for vocal expression
of emotion. However, some studies omit this parameter by the
difficulty to obtain it automatically [12]. In the present work we
have incorporated this information (thanks to the labelling of the
corpus) to generate datasets with and without this information in
order to contrast its relevance. Z-scores have been employed for
duration modeling in text-to-speech synthesis (TTS) to predict
individual segment durations and to control the lengthening or
the shortening of phones. As in [13], we take z-scores as a
means to analyze the temporal structure of speech:

z score =
dur(ms) − µ

σ
(1)

whereµ andσ are the mean and the standard desviation respec-
tively of the corresponding phoneme. Therefore, the rhythm
of an utterance is represented by a vector with the z-score of
each phoneme. The version of this vector with only the stressed
vowels is also computed.

Moreover, two pausing related parameters are added for
each utterance: the number of pauses per time unit and the per-
centage of silence respect to the total time.



4.2. Statistical analysis and datasets

The prosody of an utterance is represented by some sequen-
cies of values by phoneme such as F0 (lineal and logarithmic),
energy (lineal and dB) and normalized durations (z-score). For
each sequence, the first and the second derivative are calculated.
For all these resulting sequences, the following statistics are ob-
tained: mean, variance, maximum, minimum, range, skew, kur-
tosis, quartiles, and interquartilic range. Finally, 464 parameters
by utterance are calculated, considering both parameters related
to the pausing.

This set of parameters has been divided into different sub-
sets according to different strategies to reduce the dimensional-
ity (see the diagram of the figure 1). A first criterion to reduce
it has been to omit the second derivative (from Data1 to Data2)
in order to valorate the significance of this function. Secondly,
preliminary experiments have shown that the use of the loga-
rithmic versions of F0 and energy obtain better results. For this
reason, two new datasets have been generated without the lin-
ear versions of both F0 and energy. Each one of these datasets
(Data1L and Data2L) has been divided in two new sets consid-
ering all the phonemes or only the stressed vowels. Moreover,
an automatic reduction of both initial datasets (with and without
the 2nd derivative) has been carried out by means of the simple
genetic algorithm (GA) implemeted in Weka [14] (Data1G and
Data2G). This reduction is independent of the later classifica-
tion algorithm and therefore all the techniques have been tryed
with these datasets. Finally, two similar datasets toNavas et
al. (2006)[12] have been generated to test the significance of
omiting the timing parameters (Data1N and DATA1NG).
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Figure 1: Generation of different datasets

4.3. Experiments and results

Numerous schemes of automatic learning can be used in a task
such as classifying the style/emotion from the acoustic analysis
of the speech. The objective evaluation of expressivity in our
speech corpus is based on [15], where a large-scale data min-
ing experiment about the automatic recognition of basic emo-
tions in short utterances was conducted. After different pre-
liminary experiments, the set of machine learning algorithms
showed in table 1 has been selected in order to be tested with
the different datasets. Some algorithms have been completed
with their boostedversions that achieve better results although
they present a greater computacional cost. All the experiments
have been carried out using Weka software [14] by means of
ten-fold cross-validation. Both tryed versions of SMO (Sup-
port Vector Machine of Weka) obtain the best results so much
on average as in maximum value (see table 1). SMO algorithms
achieve the highest results with Data1G, showing that the di-
mensionality reduction based in GA helps to these systems, al-
though differences with Data1L and Data1LC are minimum.
However, other algorithms(i.e. J48, IB1 and IBk) work better
with datasets genererated by two consecutive reductions (with-

Table 1: Learning Algorithms used for the automatic recogni-
tion experiment

Name Description mean(95%CI) max(Data)
J48 Decision tree based on C4.5 93.4± 2.0 96.4 (2G)
B.J48 Adaboosted version of J48 96.4± 1.4 98.3 (1L)
Part Decision Rules (PART) 94.2± 2.0 96.9 (2L)
B.Part Adaboosted version of PART 96.7± 1.3 98.4 (1G)
DT Decision Table 88.7± 2.6 92.3 (1L)
B.T Adaboosted version of D. T. 93.4± 1.6 96.1 (1L)
IB1 Instance-based (1 solution) 93.3± 2.8 97.5 (2G)
IBk Instance-based (k solutions) 94.0± 2.3 97.9 (2G)
NB Naive Bayes with discretization 94.6± 1.9 97.8 (1L)
SMO1 SVM with 2nd degree pol. Kernel 97.3± 1.2 99.0 (1G)
SMO2 SVM with 3rd degree pol. Kernel 97.1± 1.5 98.9 (1G)
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Figure 2: Identification percentage for the ten tested datasets

out 2nd derivative and latter GA reduction). And finally, we
can observe that there is a third group of algorithms that work
better if the linear/logarithic redundance of F0 and energy is re-
moved. Also we can observe that the boosted versions improve
significantively the results respect to their corresponding algo-
rithms. Figure 2 shows a comparison between different datasets
depending on the algorithm. Notice that Data1LC obtains al-
most the same results than Data1G and Data1L, but with less
than the half of parameters. The same effect is presented in
the datasets without de 2nd derivative. Results experiment a
slight loss when timing parameters are removed (Data1N and
Data 1NG). However, results worsen significantly when param-
eters are calculated only in the stressed vowels (Data1LS and
Data2LS). Table 2 shows the confusion matrix with the average
results for the eleven classifiers with Data2G, that has achieved
the best mean percentage of identification (97.02 %± 1.23).

5. Subjective evaluation
A subjective evaluation is a tool that allows to validate the ex-
pressivity of acted speech from a point of view of the users. An
exhaustive evaluation of corpus would be excessively tedious
(the corpus has 4635 utterances). For each style, 96 utterances
have been chosen, having done a total of 480. This test set
has been divided in 4 subsets, having 120 utterances each one.
An ordered pair of subsets has been assigned to each subject.
Therefore, 12 different tests have been generated. The alloca-
tion of ordered pairs tries to compensate the fact that the second
test could be easier to evaluate due to the previous training.

A forced answer test has been designed with the question
¿What emotional state do you recognize from the voice of the
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Figure 4: Boxplots of sorted pairs first-second round depending
on the style and the average

speaker in this phrase?. The possible answers are the 5 styles of
the corpus plus one more optionDon’t know / Another, with the
objective of avoid insecure or erroneous answers for the confus-
ing cases. Adding this option has the risk that some evaluators
use excessively this answer to accelerate the end of the test [12].
However, this effect has not been considerable in this test.

The process of evaluation has been carried out on a web
platform developed for this type of tests, that permits to leave
the test and to resume it subsequently. The evaluators belong
mainly to the staff ofEnginyeria i Arquitectura La Sallewith a
quite heterogeneous profile. Only the results of the 26 volun-
teers who finished the two tests have been taken into account.
The results of the subjective test show that all the styles achieve
a high percentage of identification. The figure 3 shows the per-
centage of identification by style and test, being the sad style
the best rated (98.8% of average), followed by sensual (86.8%)
and neutral (86.4%) styles, and finally the aggressive (82.7%)
and happy (81%) ones.

The confusion matrix (table 3), shows that the main errors
are in the agressive style (14.2% identified as happy) and the
happy one (15.6% identified as aggressive). Moreover, neutral
style is confused slightly with all and there is certain confusion
of sensual with sad (5.7%). If we compare these results with the
confusion matrix for the best average rated dataset (table 2), we
can conclude that the algorithms confuse mainly sensual with
neutral, however subjects show confusions between happy and
aggressive. This difference is due to the lack of voice quality
parameters because sadness and neutral have similar prosody,
but sensual voice is most whispered than neutral, a difference
which is clearly noticed by the subjects. Also, the influence of
order has been studied. In average, the second round obtains
better results than the first, especially for neutral, sensual, and
aggressive styles (see figure 4).

6. Conclusion and future work
In this paper, the production of an oral corpus oriented to ex-
pressive speech synthesis has been presented. We have per-

Table 2: Average confusion matrix for the automatic identifica-
tion experiment with Data2G and the eleven algorithms

Agr Hap Sad Neu Sen

AGR 99.1% 0.8% 0.1% 0.0% 0.0%
HAP 1.6% 97.1% 0.0% 1.2% 0.2%
SAD 0.2% 0.1% 99.3% 0.4% 0.1%
NEU 0.2% 0.9% 0.4% 93.9% 4.5%
SEN 0.0% 0.1% 0.2% 4.9% 94.8%

Table 3: Average confusion matrix for the subjective test
Agr Hap Sad Neu Sen Dk/A

AGR 82.7% 14.2% 0.1% 1.8% 0.1% 1.1%
HAP 15.6% 81.0% 0.1% 1.9% 0.2% 1.2%
SAD 0.0% 0.0% 98.8% 0.5% 0.6% 0.1%
NEU 5.3% 1.3% 0.7% 86.4% 3.6% 2.7%
SEN 0.0% 0.1% 5.7% 4.7% 86.8% 2.6%

formed subjective (listening test) and objective (automatic emo-
tion identification) evaluation in order to validate its expressive
content showing good results. The advantage of the automatic
experiments is that they are performed over the whole corpus,
while the listening test comprises a subset of utterances.

In future, we will introduce voice quality parameterization
in addition to prosody to minimize the confusion between sen-
sual and neutral styles. Moreover, this work should serve to
analyze the bad classified utterances in order to eliminate them
and to improve the latter modelling and synthesis processes.
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