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Abstract

Speech recognition systems usually need a feature extraction
stage which aims at obtaining the best signal representation.
State of the art speaker verification systems are based on cep-
stral features like MFCC, LFCC or LPCC. In this article, we
propose a feature extraction system based on the combination
of three feature extractors adapted to the speaker verification
task. A genetic algorithm is used to optimize the features com-
plementarities. This optimization consists in designing a set of
three non linear scaled filter banks. Experiments are carried out
using a state of the art speaker verification system. Results show
that the proposed method improves significantly the system per-
formances on the 2005 Nist SRE Database. Furthermore, the
obtained feature extractors show the importance of some spe-
cific spectral information for speaker verification.

1. Introduction

Speech feature extraction plays a major role in speaker verifica-
tion systems. State of the art speaker verification systems front
end are based on the estimation of the spectral envelope of the
short term signal, e.g., Mel-scale Filterbank Cepstrum Coeffi-
cients (MFCCs), Linear-scale Filterbank Cepstrum Coefficients
(LFCCs), or Linear Predictive Cepstrum Coefficients (LPCCs).
Even if these extraction methods achieve good performances
on speaker verification, they do not take into account specific
information about the task to achieve. To avoid this draw back,
several approaches have been proposed to optimize the feature
extractor to a specific task. These methods consist to simulta-
neously learn the parameters of both the feature extractor and
the classifier [1]. This procedure consists in the optimization of
a criterion, which can be the Maximization of the Mutual In-
formation (MMI) [2] or the Minimization of the Classification
Error (MCE) [3]. In this paper we proposed to used a genetic
algorithm to design a feature extraction system adapted to the
speaker verification task.

Genetic algorithms (GA) were first proposed by Holland in
1975 [4] and became widely used in various disciplines as a
new means of complex systems optimization. In recent years
their have been successfully applied to the speech processing
domain. Chin-Teng Lin and al. [5] proposed to apply a GA to
the feature transformation problem for speech recognition and
M. Zamalloa and al. [6] worked on a GA based feature selection
for speaker recognition. GAs most attractive quality is certainly
their aptitude to avoid local minima. However, our study relies
on another quality which is the fact that GAs are unsupervised
optimization methods. So they can be used as an exploration
tool, free to find the best solution without any constraint. In a
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Figure 1: Feature extraction optimization
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Figure 2: Linear scaled filter bank

previous work [7] we used this approach to show the importance
of specific spectral information for the speaker diarization task.
State of the art speaker verification systems are based on a cep-
stral feature extraction front end (LFCC, MFCC, LPCC) follow
by a GMM [8] or an hybrid GMM/SVM classifier [9]. Nowa-
days, an alternative an increasingly used approach consists in
fusing different systems. This technique can be divided in two
main categories depending on the source of this difference. The
systems based on a classifier’s variety [10] and the systems
based on different features. Our study deals with the second
principle. We can quote the work of M. Zhiyou and al. [11]
which consist of combining the LFCC and MFCC features, or
the study of Poh Hoon Thian & al. [12] who proposed to com-
plete the LFCC’s with spectral centroids subands features.

In this paper we proposed to fuse three systems based on differ-
ent feature extractors. A genetic algorithm is used to optimize
the feature extractor’s complementarities. Figure 1 describes
this approach. In the second section, a description of the feature
extraction method is given. Afterward, we describe the genetic
algorithm we used, followed by its application to complemen-
tary feature extraction. Then, the experiments we made and the
obtained results are presented.



2. Filter bank based feature extractors

The conventional MFCC and LFCC feature extractor process
mainly consists of modifying the short-term spectrum by a filter
bank. This process has four steps:

e Compute the power spectrum of the analyzed frame;

e Sum the power spectrum for each triangular filter of the
bank;

Apply the log operator to the obtained coefficients;
e Compute the Discrete Cosine Transform (DCT).

Figure 2 presents the linear scaled filter bank used for the
LFCC’s computation. This feature extractor is known to be the
most robust for the short band signals representation. The pur-
pose of our study is to find a set of three cepstrum based feature
extractors design for high level fusion. To this end, we propose
to use a genetic algorithm to optimize, the number of filters on
the bank, the scaled of the filter bank and the number of cepstral
output coefficients.

3. Genetic algorithm

A genetic algorithm is an optimization method. Its aim is to find
the best values of the system’s parameters in order to maximize
its performance. The basic idea is that of "natural selection”, i.e.
the principle of “the survival of the fittest”. A GA operates on
a population of systems. In our application, each individual of
the population is a feature extractor defined by its genes. Genes
consists in a condensed an adapted representation of the feature
extractor’s operational parameters.

3.1. Gene encoding

Parameter’s encoding plays a major role in a genetic algo-
rithm. By an adapted parameter representation, this method
can strongly increases the speed convergence of the algorithm.
Moreover it reduces the over fitting effect by reducing the pa-
rameters dimention. The parameters we chose to optimize are:

e N f: Number of filters in the bank;

e Nc: Number of cepstral coefficients;

e C;: Center frequency of the ¢*" filter in the bank;
e B;: Band width of the i*" filter in the bank.

Parameters C' and B are encoded with two polynomial
functions described by the equations (1) and (2). This encod-
ing method reduces the parameter’s dimention from 50 to 12
(in the average case) and guaranties the filter bank’s regularity.
The parameter N f and Nc are not encoded and will be directly
muted.

Ci = geo+ger - +gco(— ) +..t+gen (= )N (1)

Nf Nf Nf

B; = gbo+gb1 - Nf+gb2 (Nf) + ...+ gbn- (Nf)N 2)

Where {gco,....gcn} and {gbo,....gbn} are the genes
relative to the parameters {Co.....Cns} and {Bo,...Bnys}; N
is the polynomial order; N f represent the number of filter.
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Figure 3: Genetic algorithm

3.2. Genetic algorithm description

The algorithm we used is made of four operators: Mutation,
Decoding, Evaluation and Selection (M, D, E, S). These opera-
tors are applied to the current population p(t) to produce a new
generation p(t + 1) by the relation:

p(t+1) =50 EoDoM(p(t)) 3)

Figure 3 represent this algorithm. The first step consists on
a random initialization of the feature extractor’s genes. Then,
the operators are iteratively applied.
The Mutation operator consists in a short random variation of
the genes.
The Decoding operator aim at decode the genes to obtain the
operational feature extractor’s parameters.
The Evaluation operator’s goal is to evaluate each feature ex-
tractor performances. The evaluation criterion we used is de-
fined on the section 3.3.
The Selection operator selects the Ns better feature extractors
of the current population. These individuals are then cloned ac-
cording to the evaluation results to produce the new generation
p(t + 1) of Np feature extractors. As a consequence of this
selection process, the average of the performance of the popu-
lation tends to increase and in our application adapted feature
extractors tend to emerge.

3.3. Application to complementary feature extraction

The objective is to obtain a set of three complementary feature
extractors. The main idea is to evolve three isolated populations
of feature extractors and to select the best combination. At each
generation, the fusion is done for all combination of feature ex-
tractors and the resulting Equal Error Rate (EER) is memorized.
At the end of this process, the fitness of an individual is defined
as the lower EER obtained (e.i. the EER corresponding to the
best combination including this feature extractor). As a conse-
quence of this process, each population tends to specialize on
specific feature, complementary with the others.

4. Experiments and results
4.1. Data bases

The databases used for the evolution phase and for the test are
extracted from the 2005 Nist SRE corpus [13]. This corpus
is composed of conversational telephone speech signals passed
through different channels, (landline, cordless or cellular) and
sampled to 8 kHz. We used 10 male and 10 female with one
utterance of 2 min 30s per speaker for the evolution phase. The
number of tests between model and test signal involved for each
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Figure 4: Spectral analyse and obtained solutions

feature extractor evaluation was of 2052. For the test database,
we used 50 males and 50 females whose not appear on the train-
ing base. The number of tests involved was of 116942.

4.2. Speaker verification system

All experiments we made are based on a state of the art GMM-
UBM speaker verification system. This system, called LIA Sp-
kDet [14] was provided by the University of Avignon, France.
We used a system with 16 gaussian per mixture, with diagonal
covariance matrix.

4.3. Genetic algorithm parameters

The genes {gco,....gcn } and {gbo,....gbn } which code for the
centres frequencies and the band widths are initialized with a
Gaussian normalized random. The parameter N f are initialized
to 24, and Ncto 16.

The parameter we used for the feature extractor’s evolution are:

e Population size Np : 20;
e Number of selected individuals N's : 5;
e Polynomial order for the genes encoding N : 5;

e Mutation method for the polynomials coefficients: Gaus-
sian random variation of & 0.1;

e Mutation method for N f : uniform random variation of
+5;

e Mutation method for Nc¢ : uniform random variation of
=+ 3;

4.4. Results

In this section, obtained feature extractors are presented and
analysed. Figure 4.b presents the obtained filter banks. In or-
der to interpret the obtained solution, a statistical analysis of the
fundamental frequency and formants was done on a database
composed of 20 male and 20 females. Figure 4.a presents the
probability distributions of these mesures.

Table 1: Comparative results

[ Foin | Froas | EER% |

| Feature extractor [ Nf [ Nc

LFCC 24 16 300 3400 | 14.44
MFCC 24 16 300 3400 | 14.88
Cl1 23 15 360 1145 | 22.90

Cc2 25 20 266 3372 14.79

C3 19 19 156 3309 16.07
C1+C2+C3 -- -- - - - - 12.69

Table 2: Fusion analysis

| Feature extractor | Correlation [ EER obtained by fusion

C1+C2 0.51 13.21%
C2+C3 0.83 13.45%
Cl1+C3 0.64 15.39%

Table 1 details both the feature extractor’s characteristics
and the results obtained on the test base. The combination
method used is an arithmetic fusion, as illustrated by the fig-
ure 1.

Table 2 presents the correlation coefficients between the
compared system and the EER obtained by fusion. The cor-
relation is based on the log-likelihood outputs of the compared
systems for the whole tests of the test database. A test consists
to measure the log-likehood between a speaker model and test
signal. The r correlation coefficient is defined by:

SN (S1; — S1) - (52; — S2)
\/Z S1; — S1)2 \/ZM (52; — S2)2

Where S1; represent the log-likelihood obtained by the
system 1 on i‘" test; Nt is the number of test.

“

The correlation coefficient, which takes value in [-1;1],
is a measure of the system’s decision similarity. In our
application, the classifiers are identical. As a consequence,
this measure can be interpreted as the similarity between the
information provied by the feature extractors. A correlation of
1 means that the information supplied by the feature extractors
are equivalent (i.e. they lead to the same decision). A corre-
lation of 0 means that the information supplied are independent.

Taking into account these different information, we can no-
tice that:

e Information relative to the fundamental frequencies is
not used;

e (C2 covers a large spectral zone and obtained results sim-
ilar are to the LFCC or MFCC feature extractors;

e C1 seems to focus exclusively on the first formant;

e (3 presents a high filter density centred on the first for-
mant, while keeping the whole spectre information;

e The de-correlation of the obtained systems are signifi-
cant.

e The final combination of the three feature extractors im-
prove the system performance of 12% compare to the
baseline system.



These results show that the proposed method is reliable.
The correlation between the diferent systems and the improve-
ment supplied by the fusion show that the obtained feature ex-
tractors are complementary. This improvement seems to be re-
lated to the information provied by the first formant. In the
final article, a more detailed analyse of these results will be pre-
sented.

5. Conclusion

In this paper, we proposed to use a genetic algorithm to optimize
a feature extraction system adapted to the speaker verification
task. The proposed system is based on a combination of three
complementary feature extractors. Obtained results show that
the proposed method improves significantly the system perfor-
mance. Furthermore, the obtained feature extractors reveal the
importance of specific spectral information relatives to the first
formant.

Our future work will consist in study the robustness of the ob-
tained solutions according to both the initial conditions and the
base used for the evolution phase.
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