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Abstract

In this paper, we represent a novel approach to the automated inspection of printed circuit boards. A model based on the coordinates and connectivity analysis of the circles is formed using some new approaches to edge linking, and fusion of some edge based and region based algorithms.

A modified Canny edge detector is used as an edge based algorithm while an unsupervised learning algorithm is used to differentiate regions on the PCB. We have defined a membership function, which fuses the above two results. The edge linking algorithm extracts out the connectivity information for the circles using a new approach depending on making the decisions on fixation points.

Although the camera system works under imperfect illumination conditions, the performance has been satisfactory. The use of this new model and the novel techniques for region finding and edge following has proved to be efficient and time saving.

1. INTRODUCTION

Our problem is to detect defects on printed circuit boards. Typical defects that must be detected are over-etchings (opens), under-etchings (shorts), holes etc. Many different image processing techniques have been presented to solve the problem such as image subtraction [1,8] and feature-based approaches [2]. Some approaches that use morphological operations have also been developed [3,4,5]. Other approaches are based on template matching [6]. Jarvis inspected PCB’s using 5x5 binary templates [7]. Inspection methods that use design rules through graph matching have been developed [3] such as that simulated by Darwish and Jain. In this system a semantic graph representing the circuit is obtained via morphological thinning followed by merging and deletion of some segments. In a system developed in [9], a segment graph representing the skeleton of circuit wires is compared with a library model in order to inspect wire width, separation, and the desired circuit pattern.

This project presents a novel approach to the automated visual inspection of PCB’s. The idea is to extract a minimum number of differentiating characteristics of a model PCB to detect the maximum number of errors on a PCB. Our objective is to test electrical connectedness. For this we concentrate on the locations of the circles and the paths that connect circles. By combining the information about the circles and the paths, we group the circles as nodes of a graph. The arcs between the circles represent the electrical connectivity.

The edge detector algorithm we use is a modified Canny edge detector. An unsupervised learning algorithm is used to differentiate regions on the PCB. We have implemented a membership function, that let the above two results be fused. The edge linking algorithm, using the fused data, extracts out the connectivity information for the circles using a novel approach depending on making the decisions on fixation points.

The paper outline is as follows: In section 2, we explain our approach in detail. In section 3, the hardware setup is described. In section 4, the experiments and their results are discussed. In the last section our conclusions are summarized.

2. Approach

Figure 1 shows the flow of visual processing. The system works in two modes; 1) Learning mode in which a model PCB is inspected and the model for the PCB is created; and 2) Comparison mode in which a to-be-tested PCB is inspected and the model is formed. In both modes a preprocessing operation of logarithmic transform is applied after the image acquisition. Next, a modified Canny edge detector and an unsupervised grouping operations are applied in parallel and the results of the two operations are combined using a membership function. The graph of the PCB is constructed as the next step. If the system is in learning mode the golden graph model is recorded as the model library, if not a comparison of the graph with the model library is performed. All the steps will be explained in detail in the following sections.

![Figure 1: Flow of Processing](image-url)
2.1. Preprocessing

Due to nonuniform illumination conditions, it is impossible to differentiate between the four kinds of objects on the PCB. So we have used a logarithmic transform [10] to compress the dynamic range. The applied transform is given as:

$$T(f_i) = \begin{cases} 
4.6 + \log_2 (f_i/24) & \text{if } 0 < f_i \leq 24 \\
74.8 \log_2 (f_i/24) & \text{if } 24 < f_i \leq 255 \\
0 & \text{otherwise}
\end{cases}$$

$f_i$ is the intensity of the $i$th pixel. The results of this transform is seen on Figure 2(b).

2.2. Unsupervised Clustering

Using an unsupervised learning algorithm, we aim to distinguish between the four different objects, that are circles, PCB background, paths, and the image background on a PCB. Due to inconstancy of illumination, a globally applied clustering algorithm fails to group different regions on a PCB. Instead, we have devised a block-based approach in which we apply clustering locally on 32x32 partially overlapping blocks. Within each block the algorithm that we use is the well-known K-means algorithm with $K=4[15]$. Let S be the clusters, $C$ be the centroids of the clusters, $d$ be a distance function, $k$ be the iteration number. Then the algorithm we use may be summarized as follows:

1) $f_i \in S_j$ if $d(f_i, C_j) < d(f_i, C_k) \forall k \neq j \forall i$

2) $C_j = \frac{1}{N_j} \sum_{i \in j} f_i$

3) If $C_j \neq C_k$, $k \neq j + 1$ and goto 1.

The selection of initial cluster centers is very critical for the success of the K-means algorithm. For the first block of the image, we choose uniformly spaced centers. The algorithm is iterated until convergence. The converged cluster center values are then used as initial values for the next block. This procedure is repeated left to right and right to left until all blocks are exhausted. Figure 2(c) shows the result of unsupervised clustering on the image of figure 2(b).

2.3. Edge Detection

The edge detection algorithm that we use is actually a modified Canny edge detector[7][10]. We process edge detection in 3 steps. First, the image is passed through a Gaussian low pass filter. Next, the derivative of the image is taken. Lastly, single thresholding is applied. Figure 2(d) shows the magnitude spectrum of the edges from each other. Figure 2(e) shows the result of the extraction of the circles from the unsupervised clustering operation of figure 2(c) and Figure 2(f) shows the result of the connected component analysis.

For the ith circle, the center coordinates $C_x(i)$ and $C_y(i)$ are found as:

$$C_x(i) = \sum_{n=1}^{N(i)} P_{nx} \quad C_y(i) = \sum_{n=1}^{N(i)} P_{ny}$$

where $N(i)$ is the number of all of the pixels in the ith circle and $P$ is each pixel.

The x direction radius ($r_x$) and y direction radius ($r_y$) of each circle is found by the second moments of the pixels. This may be symbolized as follows:

$$r_x(i) = \frac{1}{N(i) \sum_{n=1}^{N(i)} (P_{nx}-C_x(i))^2} \quad r_y(i) = \frac{1}{N(i) \sum_{n=1}^{N(i)} (P_{ny}-C_y(i))^2}$$

$r_x$ and $r_y$ are also the dimensions of an initial window on which a starting point on a circle is searched. In this analysis some noisy circles are found. In order to identify objects which are not really circles the following conditions are checked to obtain the circles of Figure 2(h):

1. $r_x(i) > 3$ \& $r_y(i) > 3$
2. $0.33 < r_x(i)/r_y(i) < 3$

2.4. Circle Detection

After unsupervised learning, we obtain four classes. First circle segments are identified based on the fact that the pixels belonging to the group with the highest mean intensity are those of circles. We then apply a connected component analysis in order to differentiate the circles from each other. Figure 2(g) shows the result of the extraction of the circles from the unsupervised clustering operation of figure 2(c) and Figure 2(h) shows the result of the connected component analysis.

2.5. Fusion Based Path Detection

The next step is to analyze the paths connecting the circles. For this, we have two sources of information: clustering and edge detection. Since neither is totally reliable by itself, we use a fusion algorithm to combine...
the two data in order to determine the paths between the circles. We use a membership function to weight the results of unsupervised clustering of paths and to combine it with the results of the edge detection.

Unsupervised clustering algorithm assigns a point to one of four classes. A point is assigned to a class if the distance of the pixel to the corresponding class’s centroid is less than the distance to any other centroids. There are cases in which this algorithm can not decide between two classes, or decides for one of the classes with a small margin. To extract information about the certainty of the algorithm, a membership function is developed which we call a membership certainty function. Similar approaches have been used in fuzzy systems using different membership functions.[13] If a point P is between Ck and Ck+1, the membership function M, is formed as follows:

\[
M(P,C_k) = \frac{C_k - P}{C_k - C_{k+1}} \\
M(P,C_{k+1}) = 1 - M(P,C_k)
\]

The membership function for unsupervised clustering of figure 2(c) is given in figure 3(a). On this figure the bright pixels are the points where the clustering algorithm is more confident of its result.

A similar function is used to signify the confidence in path decisions. On figure 3(b) this function is implemented. The brighter the pixel, the greater is the probability of the pixel being a path point.

2.6. Edge Tracking

Once membership functions are computed, we look for a starting pixel for a path. The starting point is found by enlarging the initial window of the circle which is found by the unsupervised clustering algorithm. The starting point set is a two pixel set X(x1, x2). In order to distinguish X, some considerations are made on x1 and M, is formed as follows:

x1 is a pixel that is on the window enlarged, and is assumed to be a circle pixel and x2 is a point that is just outside the window, and is assumed to be a point on the path. x2 should be a point with a membership function value of being a path point with a certain confidence such as a membership function value of 0.5 as in our tests, and also should go outwards from x1. In order to ensure this outward direction, we check the angle of the edges at these points. There should be a difference of about π/2 in order for (x1, x2) to be a starting point set. Figure 3 (c) shows the starting points.

The next step after starting point set X is found, the contours on edges are constructed by tracking the edges through the direction of the angle. This algorithm links the edges through the direction of the angle of the edge checking whether that is a path point using the membership function. Figure 3 (d) shows the results of edge tracking.

In our edge linking algorithm, we have used a novel approach to make decisions about the edge’s path. Through the direction of the edges, there are some points on which the angle information changes slightly with respect to the point tracked before it. These are actually critical points which we call fixation points. [14] Important decisions like arrival at a circle or a sharp turning of the edge, are made only on the fixation points. These points, which let us save considerable time, are shown on figure 3 (d) as windows. When a fixation point coincides with a circle, we conclude that the circle is electrically connected to the circle on which the edge tracking has started. This information let us develop our algorithm based on a graph representation.

2.7. Model Formation

Our aim is to establish a model that is invariant to translations and rotations of the image. For this purpose, we use a graph based on a polar coordinate system. The center coordinates of each circle are modelled with respect to the average of the center coordinates of all of the circles. Figure 3(e) demonstrates our approach. The circles on the PCB are represented by a circle number, circle center coordinates in polar coordinates (r,θ) relative to the center coordinates of all of the circles, x directional radius(r_x) and the y directional radius(r_y). The circles connectivity is represented by a graph, each node of which is a circle. The whole graph consists of several connected subgraphs, and nodes \{C_1, C_2,...C_k\} signify the connected circles.

2.8. Graph Matching

This step is applied in the comparison mode. First, the circles of the library PCB and the to-be-tested PCB are matched one by one. Next, the graphs are matched.

In order to match the circles on the two PCBs, first, the number of circles on the library PCB and the tested PCB are compared. If the numbers match, the circles which are farthest from the centers of all circles in the library model and the tested model are found. An angle slip of rotation is calculated between these two circles. The angle slip is actually the core of the analysis in the sense that the rotation and the expected new coordinates of the circles on the to-be-tested PCB can be deduced. So all the other circles are checked through the angle slip found and if a match is found for each circle then the two PCBs
are matched. This gives us the transform $T$, that maps each circle in the to-be-tested PCB to the model PCB. That is to say:

$$T(C_I) = C_k$$
for each $C_I$ in tested PCB and $C_k$ in model PCB.

The procedure described above is repeated for each circle that is probable to be the farthest circle in the to-be-tested PCB until a match is found. Once $T$ is obtained, it is applied to all of the circles in the graph of the tested PCB, so that the previously formed graph of the library PCB is the same with the newly obtained graph. If the two graphs completely match, this indicates a nondefective PCB.

## 3. Hardware

The visual processing is done in Intelligent Systems Laboratory, on the Smarteye Vision System which is designed around a high performance DSP chip TMS320C31PQL. To approach real time operation, the computationally intensive parts of the software will be converted to TI assembly code. The software is now written in C and cross compiled to TI assembly code. The illumination system consists of four lamps located so as to have uniform illumination. It must be noted that illumination is extremely important. In case of nonhomogeneous illumination, the system can give some faulty decisions in the unconstantly illuminated parts.

## 4. Experiments

Many experiments are applied on different PCBs. The different conditions of illumination normally do not effect the performance of the system in finding out the circles and matching them in the PCBs. Figure 4(a) and 4(b) which mutually correspond to the same PCB with different views, show the result of each circle matched. Each matched circle pair is shown with a different gray level.

As the board gets more complex, illumination causing deterioration of performance becomes more crucial. This is primarily due to the erroneous decisions made in the unsupervised clustering stage. These wrong decisions can lead to false edge trackings, but when suitable lighting is obtained, the graph matching is also successfully taken over. Figure 4(c) shows a faulty PCB with a broken path and Figure 4(d) shows how our approach eliminates this PCB through edge linking.

We have also tested our design with some synthetic images of unequally illuminated and noise added PCB images, one of which is given in figure 9(a).

In the tests two PCBs, that have been decreasingly illuminated in x,y or both directions have been used. Let the syntetic image $S'_{xy}$ be calculated from the original intensity image $f_{xy}$ as follows:

$$S'_{xy} = f_{xy} - f_{xy} \cdot (1 - \rho) \cdot \frac{x}{w}$$

Where $\rho$ is the illumination constant, and $w$ is the width of the image.

Similar equations are applied to form illumination defects in y and both x and y directions. Three examples of synthetically generated images are given in figure 4(e),(f) and (g). The algorithm has been applied to two different synthetically illuminated PCBs containing 9 circles and 5 links in average. The results are given in Tables 1, 2, and 3. Generally, the results of illumination decreasing in x direction is more satisfactory than the results of illumination decreasing in y-direction. This is the expected result due to our usage of unsupervised clustering with overlapping blocks travelling in x-direction.

### Table 1: Results for different conditions of illumination changing in x-direction.

<table>
<thead>
<tr>
<th>P</th>
<th>1.0</th>
<th>0.9</th>
<th>0.8</th>
<th>0.7</th>
<th>0.6</th>
<th>0.5</th>
<th>0.4</th>
<th>0.3</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of unfound circles</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>% of missed radius</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>% of missed links</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>40</td>
<td>40</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Results for different conditions of illumination changing in y-direction.

<table>
<thead>
<tr>
<th>P</th>
<th>1.0</th>
<th>0.9</th>
<th>0.8</th>
<th>0.7</th>
<th>0.6</th>
<th>0.5</th>
<th>0.4</th>
<th>0.3</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of unfound circles</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>% of missed radius</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>% of missed links</td>
<td>0</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>20</td>
<td>30</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Results for different conditions of illumination changing in x & y direction.

<table>
<thead>
<tr>
<th>P</th>
<th>1.0</th>
<th>0.9</th>
<th>0.8</th>
<th>0.7</th>
<th>0.6</th>
<th>0.5</th>
<th>0.4</th>
<th>0.3</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of unfound circles</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>% of missed radius</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>% of missed links</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>50</td>
<td>60</td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>
Tests have also been applied to noisy images. Two different kinds of noise have been generated: Impulsive noise and Gaussian noise. The noisy image \( n_{xy} \) is created from the intensity image \( f_{xy} \) as follows:

\[
   n_{xy} = \begin{cases} 
   255 & \text{with probability } q \\
   f_{xy} & \text{with probability } (1-q)
   \end{cases}
\]

Where \( q \) is the noise probability. Table 4 gives the results of tests on impulsive noise added images.

<table>
<thead>
<tr>
<th>( q(%) )</th>
<th>0.1</th>
<th>0.2</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of unfound circles</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>% of missed radius</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>% missed links</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>100</td>
</tr>
</tbody>
</table>

0-mean Gaussian noise is added to images with different standard deviations. The results are shown on Table 5.

<table>
<thead>
<tr>
<th>Gaussian Parameter</th>
<th>0.2</th>
<th>0.5</th>
<th>1</th>
<th>1.5</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>% of unfound circles</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>% of missed radius</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>% missed links</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>40</td>
</tr>
</tbody>
</table>

We have tested the system with different noise levels. For levels that are observable in an ordinary camera, such as (0.1%-0.2%), the system is unaffected by noise.

5. Conclusion

In this project, we present a new approach to the inspection of PCBs based on fusion of region and edge information. Our design consists of mainly four parts: unsupervised clustering, modified Canny edge detector, model forming based on data fusion and the model matching. Unsupervised clustering applied to the image by overlapping blocks, has proved to operate better than many other thresholding methods that we have tried. We have later fused the results of this unsupervised clustering with an edge-based segmentation algorithm. Our edge tracking algorithm has saved time by making tracking decisions only on fixation points. Our model for a PCB based on a rotation and translation invariant representation of circles and their connectivity checks the PCB’s to be logically undefected.

We have developed our model on a real time system. On this system, we used a camera with a simple illumination set-up, which led to many problems due to nonuniform illumination. Illumination is actually the most important factor that diminishes the performance of our design. When good illumination conditions are satisfied, our design is robust.

References