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Abstract
The paper presents the results of recent experiments with audio-visual speech recognition for two popular Slavonic languages: Russian and Czech. The description of test applied tasks, the process of multimodal databases collection and data pre-processing, methods for visual features extraction (geometric shape-based features; DCT and PCA pixel-based visual parameterization) as well as models of audio-visual recognition (concatenation of feature vectors and multi-stream models) are described. The prototypes of applied systems which will use the audio-visual speech recognition engine are mainly directed to the market of intellectual applications such as inquiry machines, video conference communications, moving objects control in noisy environments, etc.

1. Introduction
At present the research and development of the systems for speech recognition are carried out mainly for English, Chinese and Japanese. Also, there are successful enough researches on speech recognition for several Romanic languages (for French and German). However, there are not available speech recognition systems for Slavonic group of European languages.

But the most part of Eastern Europe and Central Europe speaks on Slavonic languages. Inside Slavonic linguistic family three groups can be selected: (1) East-Slavonic group: Russian (number of speakers is over 100 millions of citizens in the European part of Russia), Ukrainian (40 millions), Byelorussian (9 millions); (2) West-Slavonic group: Polish (27 millions), Czech and Slovak (15 millions); (3) South-Slavonic group: Bulgarian (7 millions), Serbo-Croatian (about 10 millions), Slovenian (about 1,5 millions). Grand total over 210 millions of citizens of Europe (over 25%) use Slavonic languages for daily human-human communications, but real systems for human-computer interaction in Slavonic languages are demonstrated very rarely. This research aims to fill the gap in introducing and promoting advanced speech technologies for main Slavonic languages (mainly, for Russian and Czech).

All the Slavonic languages are very similar in lexical structure and mechanisms of word-formation. All the Slavonic languages belong to the category of synthetical languages. Synthetical languages are characterized by the tendency to combination (synthesizing) of the lexical morpheme (or several lexical morphemes) and one or several grammatical morphemes in one word-form. To develop an effective speech recognition system for any language it is required to evaluate the peculiarities of these languages in comparison with other groups of languages and analyze the problems appeared during the development of a speech recognition system.

This paper presents an advanced kind of speech recognition techniques. It is the recognition of speech based on joint information from audio waves of an utterance and visual information of lips movements that is produced during uttering any word by a human. The importance and effectiveness of combining the audio and visual modalities is clear. These kinds of information supplement each other in different conditions and increase performance of audio-visual speech recognition (AVSR) system: (1) In noisy environment the audio information is not enough and visual information allows increasing the speech recognition accuracy. In conditions with low level of audio-signal and noisy environment or unwanted sounds the standard speech recognition systems cannot provide the required accuracy. In order to increase robustness of speech recognition it is necessary to use the visual information in addition to audio signal. (2) In poor illumination environment the audio information can fill the gap of visual information.

The ideas of creation of AVSR system for Slavonic languages and the process of databases collection were presented at previous SPECOM conference [1]. This paper gives the results of recent experiments on audio-visual recognition for Russian and Czech languages.

The development of AVSR was made jointly by UWB and SPIIRAS in framework of the SIMILAR Network of Excellence as scientific exchanges between organizations during 2005-2006.

2. Prototypes of audio-visual speech recognition systems

2.1. Czech speech recognition task
The main reason for using of visual speech information is to improve the system of audio speech recognition in noisy environments. One of the applications of this system can be recognition of car driver utterances. The car produces sufficient noise for decreasing of recognition rate of audio speech recognition. We collected audio-visual database of car driver utterances for testing of audio-visual recognition. We developed the system of liptracking for this database [2]. The system works well but we found out that the database is not suitable for testing of visual parameterization. The visual
parameterization is the most important thing in the process of speech recognition. We had to collect new audio-visual database to develop new visual parameterization. The database was made in laboratory conditions. We would like to create new visual parameterization method which is based on expert’s knowledge. We suppose that shape-based visual parameterization can be better than pixel-based visual parameterization. If we want to compare our new method and common used pixel-based parameterization we have to make the test on XM2VTS database. There are some results of AVSR experiments with pixel-based visual parameterization on this database (section 6.1).

The design of UWB-04-HSCAVC (UWB stands for university of West Bohemia, HSCAVC for Hundred Speakers Czech Audio-Visual Corpus) corpus was based on the experiments gained as a result of recording and experiment with previous corpora, mainly UWB-03-CIVAVC corpus [2]. Also, we studied published papers on this topic. The database presented in [3] seems to be well designed and even though it is designed for different purpose, it served as reference corpus during our design. The database is primarily intended for research on visual speech parameterizations. For this reason we retained optimal recording conditions during the whole recording, such as constant illumination, static head position, or front view. The corpus consists of recordings of 100 speakers, 39 males and 61 females. The average age of speakers is 22 years. Recording of one speaker was done during one session. Speaker was asked to read sentences from auxiliary screen. The average total length of recording for one speaker was 23 minutes, which makes together more than 38 hours of speech.

The text of a corpus consists of 200 sentences for each speaker. First 50 sentences are common for all speakers. They are selected to contain all phonemes. The rest of 150 sentences are different for each speaker. They are balanced to contain as many triphones as possible.

The corpus is not divided into training and testing sections. We suppose that 20 speakers out of the total 100 will be taken out from the whole database and used as testing speakers while the rest 80 will be used as the training ones. The gender distribution should be retained in both parts. Two or more different setups (divisions to the training and testing part) can be used during experiments. The audio-visual data in the corpus are supplemented with the annotations and preprocessing data. The first part consists of annotations. All audiovisual data are transcribed into transcription files (.trs format). These data contain information about the start and the end of each sentence. Using this information the audio-visual data are split to single sentences.

2.2. Russian speech recognition task

The AVSR system can be successfully used for development of intellectual applications such as smart phones, tourist information systems, car equipment control, video conference communications etc. The most perspective market for commercial use of such systems is automated inquiry systems, which are located in hotels, airports, train stations, subway, supermarket, tourist places. Such machines-kiosks allow getting the information on local services, ground transportation, parking, shopping, entertainment. Using the AVSR we can improve traditional touch-screens by voice access, effective in any conditions (acoustic noise, darkness, etc).

As test task for speech recognition the task of voice access to the electronic catalogue “Yellow Pages of Saint-Petersburg” (see “http://www.yell.ru”) was used. This catalogue contains the list of all organizations with reference to address, phone number and kind of activity (rubric). The total number of rubrics in this service is above 1600. As the final result of research the united automatic information service, which will help find an address or phone number of necessary organization, will be developed. In this system the audio speech recognition and visual recognition modules are used for processing a user’s requests. A user will be able to realize two types of requests to the automatic system: (1) search of an organization by rubric name (kind of activity). In this mode a user may say a name of an interesting topic (for example, “Restaurants of Japanese cuisine”) and the system finds and generates the list of organizations corresponding to this topic. (2) search of an organization by its attributive information: company’s name, address or phone number. In this mode a user should choose the type of search before and then pronounce the available information. For audio speech recognition with large vocabulary the SIRIUS ASR engine being is developed by SIIIRAS [4].

To test the models of AVSR system it is not required to use large vocabulary and therefore 50 main rubric names, containing 102 diverse Russian words, were selected for tests.

Multimodal audio-visual database was collected for Russian language. Ten male speakers were recorded in office conditions. The average age of speakers is 20 years. Each speaker has to read 200 phrases (names of the rubrics of the catalogue “Yellow Pages of Saint-Petersburg”) with the length from 1 till 5 words. Recording time for a speaker is approximately 15 minutes. This database was divided into two parts: 80 percents of utterances of each speaker were used for training purpose and other rest of data for model testing.

3. Image pre-processing stage

The image preprocessing data consist of the static data and dynamic data. First, for all speakers the face is found. Then the region containing only skin colored parts of the face is extracted and stored. The mean value of the skin color of the face is stored separately in a text file. Also, the regions for eyes and nose are extracted and stored in separate image files.

Then each video file is processed as a whole. The head is found using firstly converting the image into CR/CB space and then thresholding. The face region is detected as a convex hull of the thresholding result. At this moment we know the position and roughly the orientation of a head. We can find the region of the eyes and the mouth. The algorithm detecting the position of lips is similar to the one used in [5].

The algorithm continues as follows. In first frame the eyes are found and their distance is measured. The size of the region of interest of lips is then set according to this distance. For each subsequent frame then the center of lips and eyes are measured and used for detecting the region of interest, as shown in Figure 1. This way we obtain size and rotation invariant region of interest. During the detection of eyes we check whether the eyes are not closed. In case of closed eyes, we do not detect their position in that frame and rather use their position from previous frame. For each video file we get the file with its description containing information about
mouth center, its rotation and the size of region of interest. Using this information the region of interest can be easily extracted from each video frame during processing. The design of an experiment thus can focus on parameterization.

This preprocessing stage was applied for Czech and Russian speech databases as well as to the XM2VTS database which is used in experiments with visual parameters.

Figure 1. Localization of head, eyes and lips

At the first step of research the multimodal databases containing the audio and visual parts were collected. Based on these data the models of AVSR are trained and tested with diverse types of visual features and methods of early fusion of the acoustic features (MFCC features) and the visual features of the region of mouth, which are described below.

4. Visual feature extraction

4.1. Geometric shape-based parameterization

Our geometric parameterization is based on a description of the shape of lips and the positions of tongue and teeth. Therefore we have to detect outer and inner lip contours for each frame.

The process of lip-tracking should be fast because we have to process as many frames per second as possible. We decided to use a simple and fast thresholding method to get a binary image of lips. We work just with the ROI. The position of ROI was estimated during pre-processing of the corpus. The ROI is represented in chromatic colors. We use just the part Gch (green), R, G, B are parts of RBG color space.

\[
G_{ch} = \frac{G}{R + B + G} \quad (1)
\]

We use chromatic color to avoid the influence of illumination. The threshold is estimated by an automatic clustering method based on GMM algorithm. We tried to get the threshold by the analysis of histogram [2] but the method worked only for good conditions. In the ROI there are two main objects (mouth and skin). Therefore the clustering algorithm decides the pixels of ROI to two clusters and gives as a variance and a mean value of these objects. We can calculate the threshold as:

\[
t = m_L + \left( \frac{m_S - m_L}{m_L + n_L} \right), \quad (2)
\]

where \( m_L \) is the mean intensity value of lips, \( m_S \) is the mean intensity value of skin, \( n_S \) is the number of points of lips, \( n_L \) is the number of points of skin.

The clustering algorithm is relatively time consuming. Therefore we calculate the threshold for the first frame only and use it for whole sentence. When this threshold is applied we get the binary image of lips as depicted in Figure 2a. The object corresponds with the outer lip contour well, but sometimes does not correspond with the inner lip contour well. The crucial problem connected with thresholding of tongue and dark places inside the lips. We process the inner part of lips one more time. We focused on the area of inner lips during second processing. This area is represented by the outer boundary of lips. We know the vertical center of lips. The algorithm deals with line which connects upper and lower centers of outer lips boundary. We look for local minima which represents inner lips boundary on this line. If we have the value of intensity of this inner boundary we determine the threshold for inside of mouth. This threshold is used to get the binary image of inner part of mouth. The final shape of inner part is repaired by this binary image as depicted in Figure 2d. Now we have the object of lips, but there are many errors in the shape. Some parts are missing and some are redundant.

It is necessary to repair whole shape of lips. We use an active shape model of lips which consist of 32 points and it is controlled by PCA parameters. The model can be deformed to every possible shapes of lips.

If we want to deform the model to possible shapes of lips we have to establish training set which contains examples of these shapes. It was chosen 200 templates of lips for 30 different speakers.

Inner and outer contour was marked for each template and then 16 points of inner and 16 points of outer lips boundary were found automatically. The model is normalized on the width of outer lips. We can do it because the corners of lips are localized very well in each frame. The points of inner contour are normalized by the width of outer lips then these points are centered by the center of outer lips corners. We calculated 10 PCA coefficients and transformation matrix in the same way as in [6]. Now it is possible to deform the model by these 10 control coefficients and the transformation matrices.

We use the binary image of lips. We localized 32 points of the model on this binary image as depicted in Figure 2e. Then we transform the model to the lower dimension and back to 32 points by transformation matrices. The shape of the model is smoothed and repaired as depicted in Figure 2f. There is another problem during determination of the binary object of lips. There is more than one object after thresholding of the lips. The object of lips should be the biggest object in the picture but sometimes the lips are separated to many objects as depicted in Figure 2a. When the biggest object is selected then we can lost some parts of upper lips as depicted in Figure 2b. We use the model of lips from previous frame to determine which parts belong to the lips and which to the background as depicted in Figure 2c. This step usually repairs the upper part of lips.

The first part of parameterization (geometric) is calculated from determined contour of the lips. We chose 4 features for...
description of absolute size of the lips. That is height and width of outer and inner contour of the lips. We chose these four parameters because it is easy to normalize them over whole sentence to eliminate the dependence on the speaker. Next 10 features describe the shape of the lips independently on the size of the speaker’s mouth. These features are 10 PCA control parameters of the model.

The next part of the parameterization is the description of inner part of the mouth. We know that the visibility and relation between upper teeth, lower teeth and tongue are very important for lip-reading. It was not possible to use our algorithm for localization of the part of inner mouth because of the resolution of the ROI. Therefore we had to use the DCT parameterization for the description of inner mouth. We chose the part of the mouth as training data for determination of the parameterization for the description of inner mouth. We chose these four parameters because it is easy to normalize the over width of outer and inner contour of the lips. We chose these four parameters because it is easy to normalize them over whole sentence to eliminate the dependence on the speaker.

Next 10 features describe the shape of the lips independently on the size of the speaker’s mouth. These features are 10 PCA control parameters of the model.

4.2. DCT pixel-based parameterization

Pixel based parameterization was calculated from the ROI. We know the position and size of ROI from pre-processing of the database. We used two thousands of ROI for determination of 10 DCT features. We calculated 64 DCT parameters for all the training images. The DCT features were selected as the first 10 DCT parameters with the highest energy. Than we calculated the DCT features for testing data and this set is final DCT parameterization like in [7].

4.3. PCA pixel-based parameterization

This kind of pixel-based features is realized in Intel OpenCV Open Source Computer Vision Library [8]. It was tested for AVSR also. In this parameterization method the obtained images of mouth region (ROI) are normalized to 32×32 in size the gray level pixels in the mouth region are mapped into a 32-dimensional feature vector using the principal component analysis (PCA). The PCA projection is computed from a set of two thousands of training mouth region images from the database.

For calculation of PCA projection the following data are used: \( U = [u^1, u^2, ..., u^N]^T \) is a \( N \)-dimensional vector containing the pixels of an image with the size \( W \times H \).

Having a set of \( M \) input vectors \([U_1, U_2, ..., U_N]\), the mean vector \( \mu \) and the covariance matrix \( C \) are defined as:

\[ \mu = \frac{1}{M} \sum_{i=1}^{M} U^k \]  
\[ C = \frac{1}{M} \sum_{i=1}^{M} (U_i - \mu)(U_i - \mu)^T = \frac{1}{M} \sum_{i=1}^{M} U_i U_i^T - \mu \mu^T \]

Also the sum vector \( \tilde{\mu} \) and the partial covariance matrix \( \tilde{C} \) are calculated:

\[ \tilde{\mu} = \sum_{i=1}^{M} U^k \]  
\[ \tilde{C} = \sum_{i=1}^{M} U_i U_i^T \]

The first \( p \) largest eigenvalues and the corresponding eigenvectors of PCA are \( \lambda = [\lambda_1, \lambda_2, ..., \lambda_p] \) and \( V = [V_1, V_2, ..., V_p]^T \), the projection of input vector \( u \) in the \( p \)-dimensional subspace \( Y = \{y_1, y_2, ..., y_p\}^T \) is calculated as:

\[ Y = V(U - \mu) \]

The result vector is normalized using eigenvalues:

\[ \hat{y}_i = \frac{y_i}{\lambda_i} \]

The final PCA feature vector is:

\[ \hat{\tilde{Y}} = (\hat{y}_1, \hat{y}_2, ..., \hat{y}_p)^T \]

Each of these visual feature extraction techniques was applied and tested for AVSR and the results of experiments are presented below.

5. Models of audio-visual speech recognition

5.1. Model of concatenation of feature vectors

We used the feature based combination of audio and visual stream. Simple concatenation of the visual and acoustic parameterization was used [9]. An audio signal length and relevant video signal length were equalized using linear interpolation on video signal. Delta and acceleration coefficients were reckoned in both video signal parameterizations. Finally, feature vector mean subtraction and variance normalization was applied per utterance. The both streams were fused by means of concatenative fusion because we assumed standard modality fusion in multi-stream model.

5.2. Multi-stream model

The multi-stream model of speech recognition was applied for AVSR also. This model belongs to the class of state synchronous decision fusion [10]. The multi-stream model was realized by Hidden Markov Model Toolkit (HTK) [11]. This toolkit allows building and manipulating both single-stream and multi-stream Hidden Markov Models. The main difference between single-stream HMMs, which are used for speech recognition mainly, and multi-stream HMMs consists in diverse calculation of the probability of audio-visual observation vector \( o^{(t)} \) in a state \( c \) of a multi-stream HMM. This probability can be calculated as follows:

\[ P(o^{(t)} | c) = \prod_{s \in \{A, V\}} \sum_{j=1}^{M} w_{sj} N(o^{(t)}, m_{sj}, b_{sj}) \]

\[ = \prod_{s \in \{A, V\}} \sum_{j=1}^{M} w_{sj} \exp(-0.5 \|o^{(t)} - m_{sj}\|^2) \]

\[ = \prod_{s \in \{A, V\}} \sum_{j=1}^{M} w_{sj} \exp(-0.5 \|o^{(t)} - m_{sj}\|^2) \]

\[ = \prod_{s \in \{A, V\}} \sum_{j=1}^{M} w_{sj} \exp(-0.5 \|o^{(t)} - m_{sj}\|^2) \]
Here \( j_{aur} \) is the positive stream exponent which depends on the type of the modality \( s \), HMM’s state \( c \) and frame of the speech \( t \). These modality weights are global and constant over the entire speech database. \( J_{aur} \) is the number of mixture components in the stream, \( w_{aur} \) is the weight of the \( j \)-th component and \( N(o^{(i)}, m_{aur}, v_{aur}) \) is a multivariate Gaussian with mean vector \( m \) and covariance matrix \( v \) that equals:

\[
N(o^{(i)}, m_{aur}, v_{aur}) = \frac{1}{\sqrt{(2\pi)^d | v |}} e^{-\frac{1}{2} (o^{(i)} - m)^T v^{-1} (o^{(i)} - m)}
\]

where \( d \) is the dimensionality of the feature vector \( O \).

During the training process the modality weights are tuned manually by minimizing the WER of audio-visual recognition model. All other parameters of HMMs are re-estimated by Baum-Welch procedure.

6. Experimental results

6.1. Experiments with visual and audio-visual recognition

We compared DCT parameterization and hybrid visual features on XM2VTSDB database. After exclusion of incompetent or incorrect records from the database, we reserved 1847 records as the training data and 390 recordings as the testing data. Each record in the corpus includes utterance of a sequence of 20 numbers between zero and nine. Moreover, each number in this interval is in the sequence exactly two times.

First we realized visual speech recognition only and then AVSR with concatenation of feature vectors (see Section 5.1). We used the HMM based multi-modal speech recognition system with 0-gram language model, i.e. the constant probability of a word, and synchronous monophone based acoustic models. In our experiments the percent of accuracy and the percent of correctness of speech recognition for the individual words were calculated. Table 1 shows the results of the experiments.

First column contains the results of visual recognition only by DCT parameterization. The second column includes the results obtained using hybrid visual parameterization. The results of speech recognition from noisy audio signal are in the third column. The last column contains the results of the audio-visual recognition. The SNR was about 0 db for both cases. The accuracy for clean audio signal was 98.86 % and the correctness was 99.26 %.

The results of experiments (sentences accuracy rate) are presented in the Table 3. The size of vocabulary in this task is 102 words and the table shows the accuracy of word recognition. It can be seen from the table that the AVSR shows the better results than audio only speech recognizer. Meanwhile the results using pixel-based PCA features and shape-based visual features were almost the same. The modality weights were manually adjusted for maximal WER and the weight for video streams was 0.2 and the weight for audio stream is 2.0 (1.8 in second case). The signal-to-noise ratio (SNR) for audio signal was 10 db for all the experiments (clean speech).

6.2. Experiments on Russian speech recognition

The multi-stream model (see Section 5.2) was used for audio-visual recognition of Russian speech. For parameterization of audio signal 12 MFCC features were used and geometrical shape-based features (see Section 4.1) as well as pixel-based PCA features were applied for video signal. The Table 2 presents the list of Russian visemes and visemes to phonemes mapping used in audio-visual speech recognizer.

<table>
<thead>
<tr>
<th>Visemes</th>
<th>Russian phonemes</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>silence</td>
</tr>
<tr>
<td>a</td>
<td>а, а', е, е!</td>
</tr>
<tr>
<td>i</td>
<td>и, и', и', и'!</td>
</tr>
<tr>
<td>o</td>
<td>о!, у, у!</td>
</tr>
<tr>
<td>v</td>
<td>в, в', в'</td>
</tr>
<tr>
<td>z</td>
<td>з, г', с, ц', ц'</td>
</tr>
<tr>
<td>p</td>
<td>м, м', б, п', п'</td>
</tr>
<tr>
<td>t</td>
<td>т, т', л', н, н', к, к', г, г'</td>
</tr>
<tr>
<td>l</td>
<td>л, л', р, р'</td>
</tr>
<tr>
<td>j</td>
<td>ж, ш, х, ш, ш</td>
</tr>
</tbody>
</table>

The results of experiments (sentences accuracy rate) are presented in the Table 3. The size of vocabulary in this task is 102 words and the table shows the accuracy of word recognition. It can be seen from the table that the AVSR shows the better results than audio only speech recognizer. Meanwhile the results using pixel-based PCA features and shape-based visual features were almost the same. The modality weights were manually adjusted for maximal WER and the weight for video streams was 0.2 and the weight for audio stream is 2.0 (1.8 in second case). The signal-to-noise ratio (SNR) for audio signal was 10 db for all the experiments (clean speech).

<table>
<thead>
<tr>
<th>Accuracy rate</th>
<th>Audio</th>
<th>Audio + pixel-based</th>
<th>Audio + shape-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>90.1 %</td>
<td>92.0 %</td>
<td>92.3 %</td>
<td></td>
</tr>
</tbody>
</table>

7. Conclusions

In this article we presented AVSR experiments on Slavonic languages. The audio-visual database UWB-04-HSCAVC for Czech language was collected. We realized basic preprocessing on visual part of the database (determination of region of interest). The algorithm for localization of inner and outer contour of lips was created. We studied the process of lip-reading by human lip readers and we found out that it will be better to describe the visual speech information by shape based parameterization than by pixel based. Therefore we designed our first hybrid visual parameterization. The parameterization consists of geometric description of lips (inner and outer contour) and of DCT coefficients which describe the inner part of the mouth. This hybrid parameterization was used for visual and audio-visual speech recognition experiments on XM2VTS database. We compared the results of hybrid parameterization (video-only 70.51% correctness) with common use DCT parameterization (video-only 52.21%). Hybrid parameterization got better results than DCT parameterization. Now we are going to do the recognition experiments on Czech database. The next step of our research is to use expert knowledge of human lip-reading for designing of a new visual parameterization. This parameterization should describe the process of creation of visemes which is speaker independent. Also the Russian
audio-visual speech recognition system was tested. The experiments using MFCC audio features and shape-based visual features showed the best results on developed Russian audio-visual database.
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