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ABSTRACT
This paper deals with the problem of adaptive AR estimation from incomplete observations. The method is based on the optimization of a weighted squared error criterion. Various approximates of this criterion lead to different algorithms. The formal description of these algorithms are given and their performances in stationary and non-stationary environments are compared.

1 INTRODUCTION
A common problem in time series analysis is that of parametric estimation from a set of uniformly spaced measurements. Efficient estimates can be achieved by parametric estimation techniques such as autoregressive (AR) or autoregressive moving-average (ARMA) modeling. In practice it often happens that some of the measurements are missing or the sampling is irregular. Most of the work on the missing data problem has been dealt with various non parametric techniques. The book by Parzen [1] brought together valuable references in this field and some other parametric techniques may be found in [2][3][4]. Most of the cited works can be used in block-mode operations and are not well suited for adaptive identification contexts.

Recently, we proposed an adaptive method of AR estimation for irregularly observed time series (or time series with missing data) [5][6]. It essentially extends the gradient based adaptive modeling technique to the non uniform sampling case. The AR parameters are obtained by minimizing a cost function that is defined as a weighted mean squared error. This cost function has been shown to be unimodal, at least in some special cases [7][8]. A new adaptive data compression technique based on the mentioned method was proposed in [9].

In this paper, we propose a class of real-time algorithms based on different approximations of the described cost function. The choice of each algorithm depends on the application and is a compromise between complexity, robustness and tracking capacity. In what follows, we describe briefly the development of each algorithm. The performance of each of them is then illustrated by some numerical examples.

2 DESCRIPTION OF METHOD
The original signal \( \{y_n\} \) is modeled by an autoregressive process as:

\[
y_n = \theta^T y_n + v_n = \theta^T \left[ y_{n-1}, \ldots, y_{n-M} \right] + v_n
\]  

(1)

where \( \theta^T = [\theta_1, \ldots, \theta_M] \) is the AR vector parameters and \( y_n^T = [y_{n-1}, \ldots, y_{n-M}] \) represents the vector of \( M \) last signal samples, \( M \) being the model order. \( \{v_n\} \) is a zero mean white noise process with variance \( \sigma_v^2 \). We suppose that the sampling is non uniform. Both regular and random pattern of misses can be handled. For convenience and without loss of generality, we assume unity spacing of samples prior to modification of the sampling scheme where \( t_1 < t_2 \ldots < t_n \). It is obvious that \( t_i - t_{i-1} \geq 1 \) for \( i = 2, \ldots, n \). We define the cost function as the mean squared value of the prediction error at sampling instants:

\[
J_t = E(\omega_t, (y_t - \hat{y}_t)^2)
\]  

(2)

The problem is to find the vector of parameters \( \theta \) that minimizes \( J_t \).

In order to evaluate the AR parameters, we suppose that the model is estimated at some instant \( t_i \). At each following instant, if the sample is lost, we predict it by means of the last estimated AR parameters. Otherwise, we use the new sample and its estimate to update the model parameters. In order to obtain the estimate of the signal sample at instant \( t_i \), we use the following equation:

\[
\hat{y}_i = \theta^T h_i
\]  

(3)

where the elements of the \( M \times 1 \) vector \( h_i^T = [h_{i-1}, \ldots, h_{i-M}] \) are defined as below:

\[
h_j = \begin{cases} y_j & \text{if } y_j \text{ is not lost} \\ \hat{y}_j & \text{otherwise} \end{cases}
\]  

(4)

It is well known that if samples \( y_{i-1}, \ldots, y_{i-M} \) are not lost, Eq. (3) represents the optimal linear predictor in
the mean square sense. A brief description of three algorithms based on this method is shown below. Details of the mathematical rules for obtaining the equations may be found in [6][8] and are not given here for simplicity.

Algorithm # 1 We approximate the cost function by the instantaneous estimation error. Therefore:

\[ J_{t_i} = (y_{t_i} - \hat{y}_{t_i})^2 = (y_{t_i} - \theta^T h_{t_i})^2 \]  

(5)

The only difference with the case where the measurements are contiguous is that \( h_{t_i} \) is a function of \( \theta \). The gradient \( g_{t_i} = \frac{\partial J_{t_i}}{\partial \theta} \) is obtained as below:

\[ g_{t_i} = -2(y_{t_i} - \theta^T h_{t_i}) \frac{\partial \theta^T h_{t_i}}{\partial \theta} = -2e_{t_i} \frac{\partial \hat{y}_{t_i}}{\partial \theta} \]  

(6)

where \( e_{t_i} \) is the estimation error. It can be shown that the term \( \frac{\partial \hat{y}_{t_i}}{\partial \theta} \) can be obtained by the following equation:

\[ \frac{\partial \hat{y}_{t_i}}{\partial \theta} = h_{t_i} + \left[ \frac{\partial \hat{y}_{t_i-1}}{\partial \theta} \right] \ldots \left[ \frac{\partial \hat{y}_{t_i-M}}{\partial \theta} \right] \theta \]  

(7)

Eq. (7) is true for all instants \( j = 1, 2, \ldots, t_i \). We obtain in this way a recursive algorithm for updating the AR parameters:

\[ \theta_{t_i} = \theta_{t_i-1} - \mu g_{t_i} \]  

(8)

where \( \mu \) is the step-size parameter and \( g_{t_i} \) is obtained using Eqs. (6)-(7). It is important to note that the vector \( \theta_{t_i} \) is updated only when a new sample arrives. That means, Eq. 8 is used at instants \( t_i, i = 1, \ldots, n \), but recursion (7) must be used at all instants and it does not depend on the presence or absence of samples.

Algorithm # 2 The cost function is approximated by the sum of \( L \) past squared estimation errors. This is in fact a finite memory version of the cost function with a memory length \( L \):

\[ J_{t_i} = \frac{1}{L} \sum_{t_{i-1}+1}^{t_i} (y_{t_{i-1}+j} - \hat{y}_{t_{i-1}+j})^2 \]  

(9)

we adopt the following definitions:

\[ y_{t_{i-1}+j}^T = [y_{t_{i-1}+j} \ldots y_{t_{i}+j}] \]  

(10)

\[ H_{t_{i-1}+j}^T = [h_{t_{i-1}+j} \ldots h_{t_{i}+j}] \]  

(11)

Using these matrix and vector notations Eq. (9) can be rewritten as:

\[ J_{t_{i}+1, L} = \frac{1}{L} (y_{t_{i}+1, L} - H_{t_{i}+1, L} \theta)^T (y_{t_{i}+1, L} - H_{t_{i}+1, L} \theta) \]  

(12)

By differentiating the cost function with respect to \( \theta \) and rewriting Eq. (8), we obtain the following updating equations :

\[
\begin{align*}
\theta_{t_{i}+1} &= \theta_{t_i} - \mu g_{t_i+1, L} \\
\theta_{t_{i}+1, L} &= \frac{\partial J_{t_{i}+1, L}^T}{\partial \theta} - 2 \frac{\partial J_{t_{i}+1, L}^T}{\partial \theta^T} \\
\end{align*}
\]

(13)

where:

\[ J_{1,t_{i}+1, L} = y_{t_{i}+1, L}^T H_{t_{i}+1, L} \theta \]  

\[ J_{2,t_{i}+1, L} = \theta^T H_{t_{i}+1, L}^T H_{t_{i}+1, L} \theta \]

The step-size parameter \( \mu \) is divided by \( L \) for normalization purpose. Following the same procedure as described in [6][8], we can obtain recursive equations for estimating \( g_{t_{i}+1} \).

The description for the variables appearing in this algorithm is the following:

\( \omega_{t_{i}+1, L}, \nu_{t_{i}+1, L}, \xi_{t_{i}+1, L}, \eta_{t_{i}+1, L}, \zeta_{j,t_{i}+1, L}, f_{j,t_{i}+1, L} : M \times 1 \) vectors, \( B_{t_{i}+1, L}, K_{j,t_{i}+1, L}, C_{j,t_{i}+1, L} : M \times M \) matrices.

The updating equations for the term \( \frac{\partial J_{2,t_{i}+1, L}}{\partial \theta} \) are now:

\[
\begin{align*}
\frac{\partial J_{2,t_{i}+1, L}}{\partial \theta} &= 2 \omega_{t_{i}+1, L} + \nu_{t_{i}+1, L} \\
\omega_{t_{i}+1, L} &= B_{t_{i}+1, L} \theta_{t_i} \\
\nu_{t_{i}+1, L} &= B_{t_{i}+1, L} + H_{t_{i}+1, L} - h_{t_{i}-1} h_{t_{i}-1}^T \\
\xi_{t_{i}+1, L} &= C_{j,t_{i}+1, L} + G_{j,t_{i}+1, L} \\
\eta_{t_{i}+1, L} &= C_{j,t_{i}+1, L} + \frac{\partial h_{t_{i}+1, L}}{\partial \theta} h_{t_{i}+1, L} - \frac{\partial h_{t_{i}-1, L}}{\partial \theta} h_{t_{i}-1, L} \\
\zeta_{j,t_{i}+1, L} &= C_{j,t_{i}+1, L} + G_{j,t_{i}+1, L} \\
\zeta_{j,t_{i}+1, L} &= C_{j,t_{i}+1, L} + G_{j,t_{i}+1, L} \\
\end{align*}
\]

(14)

In the same way, the resulting equations for obtaining \( \frac{\partial J_{1,t_{i}+1, L}}{\partial \theta} \) are given below:

\[
\begin{align*}
\frac{\partial J_{1,t_{i}+1, L}}{\partial \theta} &= q_{t_{i}+1, L} + p_{t_{i}+1, L} \\
q_{t_{i}+1, L} &= q_{t_{i}+1, L} + h_{t_{i}+1, L} \eta_{t_{i}+1, L} - h_{t_{i}-1, L} \eta_{t_{i}-1, L} \\
P_{t_{i}+1, L} &= f_{j,t_{i}+1, L} \xi_{t_i} \\
f_{j,t_{i}+1, L} &= f_{j,t_{i}+1, L} + \frac{\partial h_{t_{i}+1, L}}{\partial \theta} \eta_{t_{i}+1, L} - \frac{\partial h_{t_{i}-1, L}}{\partial \theta} \eta_{t_{i}-1, L} \\
\end{align*}
\]

(15)

The notation \((\cdot)_{j}\) stands for the \(j\)th element a vector. All vectors and matrices having index \( j \) correspond to this element. So, each updating equation containing these variables must be used for \( j = 1, \ldots, M \), that means for all the corresponding vector elements. The algorithm can be started with zero initial conditions for all the variables. This is especially recommended for vector \( \theta \) in the case of large model orders. The choice of initial conditions with large absolute values increases the risk of instability during the first steps.
Algorithm #3: The cost function in this algorithm is defined as the mean-value of the squared prediction error over all the available samples:

\[ J_t = \frac{1}{i} \sum_{j=1}^{i} \omega_{t_j} (y_{t_j} - \hat{y}_{t_j})^2 \]  

(16)

\( \omega_{t_j} \) is the weighting factor. The choice of an exponential weighting factor (\( \omega_{t_j} = \lambda^t \omega_{t_j} \)) affords the possibility of operating in non-stationary environments. Details of gradient estimation together with the formal description of the equations may be found in [5][6][8]. Simulation results have shown that the choice of the same value of \( \mu \) as the one used in the classical LMS algorithm for contiguous measurements, is largely sufficient for the stability of the algorithms:

\[ 0 < \mu < \frac{1}{M \times \text{signal power}} \]  

(17)

3 SIMULATION

In this section we study the performance of the described algorithms in the case of random sampling. Bernoulli pattern of misses is considered (the probability of missing each sample \( q = 1 - p \) is fixed and the misses are independent). In all examples, simulations have been done with \( q = 0.4 \).

Example 1: The performances of the described algorithms in stationary cases are shown in this example. The test signals are two AR(2) processes with parameters \( \theta_1^T = [1 \quad 1.8 \quad 0.9] \) and \( \theta_2^T = [1 \quad 0.3 \quad 0.5] \). The samples of the first signal are much more correlated than those of the second one. Figs 1-2 show the convergence behavior of the mean squared error for each test signal. Algorithm #3 has the best performance. This is more pronounced when the signal samples are more correlated.

Example 2: The algorithms were also tested in non-stationary cases. The test signal is an AR(1) process with an abrupt change in its parameter. Algorithm #3 was used with a forgetting factor \( \lambda = 0.99 \). The memory length was chosen to be \( L = 100 \) in algorithm #2. Fig 3 shows the evolution of the estimated AR parameter in each case. The convergence behaviour of MSE for each algorithm is shown in Fig 4. We note that algorithm #1 has the best tracking capacity. Algorithm #2 follows better the signal variations than algorithm #3 with a forgetting factor. However, the estimated AR parameter obtained by using algorithm #3 have less variance than the ones in algorithms #1 and #2.

Example 3: We also tested these algorithms in the case of slowly time varying AR parameters. The test signal is an AR(2) process with \( \theta^T = [1 \quad \theta_1 \quad \theta_2] \), where

![Figure 1: Convergence behavior of mean squared error. Example 1: first test signal.](image1.png)

![Figure 2: Convergence behavior of mean squared error. Example 1: second test signal.](image2.png)

![Figure 3: Estimated AR parameter. Test signal of example 2. Algorithm #2: \( L = 100 \). Algorithm #3: \( \lambda = 0.99 \).](image3.png)
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Figure 4: Convergence behavior of mean squared error. Test signal of example 2.

Figure 5: Estimated AR parameters. Test signal of example 3.

\[ \theta_1 = 0.3 + 0.2 \cos\left( \frac{2\pi t}{500} \right) \quad \text{and} \quad \theta_2 = -0.5. \]

The evolution of the estimated AR parameters is shown in Fig 5. The values of \(\lambda\) and \(L\) are the same as the ones used in Example 2.

4 DISCUSSION

As mentioned before, the choice of each algorithm depends on the application and is a compromise between complexity, robustness, tracking capacity and storage requirements. From the previous and numerous other simulation results we can note the following points: Algorithm #1 has the least complexity and the best tracking capacity. However, this algorithm is less robust faced to the problem of “missing observations” and leads to estimated parameters with large variances. This is why the steady-state MSE obtained by using this algorithm has the largest value.

Algorithm #2 minimises the sum of squared prediction errors over a fixed number \((L)\) of observations. Letting \(L\) increase with the number of available samples, algorithm #3 is obtained. By setting \(L = 1\) the first algorithm is reached. The complexities of algorithms #2 and #3 are comparable. The choice of a “small” \(L\) increases the tracking capacity of algorithm #2. However, as algorithm #3 minimises the squared error over all available samples, it is more robust particularly when the number of lost samples is large. In stationary cases, algorithm #3 has the best performance (Figs 1-2). In algorithm #2, increasing \(L\) leads to the same performance as that of algorithm #3 but this results in a worse tracking capacity. In addition, Algorithm #2 has more storage requirements. It can be seen from Eqs. (14)-(15) that after each updating operation, vectors \(h_{t-L}\) and \(\frac{\partial h^T_{t-L}}{\partial \theta_j}, j = 1, \ldots, M\) must be stored. This is not necessary in algorithm #3.
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