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Abstract

Old gramophone recordings are corrupted with a
wideband noise (granulation noise) and impulsive
disturbances (cliks, pops, record scratches) - both
caused by aging and/or mishandling of the vinyl
material. The paper presents an improved method
of gramophone noise reduction which makes use of
two signals obtained when a mono record is played
back using the stereo equipment.

1 Problem statement

When old mono gramophone records are played
back using the stereo equipment one obtains two
signals which can be used for sound renovation.
Except for large scratches which are observed in
both ”channels”, small cliks usually occur in the
left and right track at different locations allowing
for application of more efficient (compared to the
traditional ”single track” approach) outlier detec-
tion/elimination schemes. Similarly, due to the lack
of spatial correlation between the recording me-
dium degradation on both sides of the groove, the
background noise corrupting the left track is practi-
cally uncorelated with that affecting the right one.
Combining both tracks one can therefore increase
the signal to noise ratio which results in improved
restoration quality.

Following the lines of [3] and [4], the audio signal
s(t) is described by the time-varying autoregressive
(AR) model of order p given in the state space form

p(t+1) = A[0(D)]p(t) + be(?) (1)

where (t) = [s(t—1),...,s5(t—¢)]T, ¢ > p, denotes
the regression vector, 0(t) = [ay(t), ..., ap(t)]T is

the vector of autoregressive coefficients, {e(t)} is
the white gaussian noise and

AlB(t)] =
ai(t) ap—1(t) ap(t) 0 0 0
1 0 0 0 0 0
0 0 0 0 10
=1 000 0 0]

Note that for ¢ > p, (1) is a nonminimal state-space
realization of the AR(p) process. The ”superflu-
ous” components of the regression vector s(t —
p—1),...,s(t — q) are introduced to enable for
two-sided reconstruction of blocks of irrevocably
distorted samples (up to ¢ — p — 1 samples in a
row).

It is assumed that the evolution of time-varying
process coefficients can be (locally) described by

the random walk model
0t +1) = 0(t) +w(t) (2)

where {w(t)} is another gaussian white noise sequ-
ence, independent of {e(t)}.

Finally, it 1s assumed that the original audio si-
gnal is corrupted by the mixture of a broad-
band noise (zr(t), zr(t)) and impulsive disturban-
ces (vr(t),vr(?)), i.e., the measurements correspon-
ding to the left/right channel take the form

yr(t) = b (t) + 2 (1) + vi(t)
yr(t) = b7 (1) + zr(t) + vr(t) (3)

or equivalently

y(t) = BT p(t) + 2(t) + v (1)



where y(t) = [yr(t),yr(O)]F, 2() = [z (1), zr(t)]7,
v(t) = [vp(t),vr(t)]T and B = [bJb].
We will regard {zz(¢)} and {zr(¢)} as two normal,
mutually uncorrelated white noise sequences
syr() ~ N(0,0%), 20(t) L 2r(0)
We will not attempt to use a detailed probabilistic
model of impulsive disturbances, i.e., a model ta-
king into account geometry and /or intensity of cliks
specific for a particular archive recording. The follo-
wing coarse "save or reject” model will be adopted
instead

UL/R(t) ~ N(O,O’%/R(t))

2 0 if dL/R(t) =0
71/r(1) { oo if dpp(t) =1
where dr(t) and dg(t) denote the noise pulse indi-
cators for the left and right channel, respectively

dyal(t) = 0 noise impulse absent
LI =1 noise impulse present

Quite obviously, by putting U%/R(t) = oo one indi-
cates that the measurement taken at instant ¢ bears
no information about the recovered signal, i.e., the
corresponding sample should be regarded as if it
was simply missing.
Combining the regression vector ¢(¢) and a para-
meter vector #(t) in a (¢ + p)-dimensional ”state”
vector z(t) = [p?(t),07 (¢)]F one can rewrite equ-
ations (1) - (3) in the form
e(t+1) = [flz@)]+w(t)
CT (4)
= Cla(t)+<(@)

s = | 4] Jew ww= |

((t) = +(0) + o(0)
and C = [c|c], &' = [bT,07].

The problem of simultaneous identification of
time-varying process characteristics (estimation of
(t)) and recovering the audio signal from noise (es-
timation of ¢(¢)) can be therefore regarded as a
nonlinear filtering problem in the state space. In
the next section we will describe a suboptimal al-

gorithm for estimation of #(t) based on the theory
of extended Kalman filter (EKF).

2 The proposed solution

Denote by F(t) the state transition matrix of the
linearized system

gr(tl)
P = Ve ez = A(Z;'t) ;
P

o~

where A(t|t) = A[0(t[t)] and
S — [ 200
t|it) = ~
w0 = | G
is the filtered state trajectory yielded by the EKF
algorithm. Let Q(t) = covw(t)]/e? and Z(t) =
cov[¢(t)]/o?. The equations of the extended Kal-

man filter for the system governed by (4) take the
form (cf. [1])

State estimation

B+t = flE¢)
S+ 1) = FOZ@)FT(#) + Q)
Bty = Bt —1)+ L(t)e(t)
Sty = Tt —-1)— LOCTS(t)t - 1)

()

where L(t) is the Kalman gain
L(t) = S(tt — HCCT (1t — )C + Z()] !
and €(t) denotes the prediction error

en(t) | _ [ we(t) —cT2(t]t - 1)

e(t) = = -
L v ) R e
Signal renovation/reconstruction

Since F(tlt) = [E[sOY (D] .., Els(t — )|y ()]]7
the smoothed estimate of the audio signal can be
obtained from

St —qlt) = d"@(1l) = dTE ()

where d¥ = [0,...,0,1] and d¥ = [d1,07].

When d(t — ¢) = 1 the quantity §(¢ — ¢|t) can be in-
terpreted as an optimal, in the mean square sense,
reconstruction of the sample s(¢ — ¢) based on all
“past” and ¢ — 1 ”future” measurements (except
those identified as outliers). For an AR(p) signal a
block consisting of at least p outlier-free ”future”
samples is needed to guarantee good quality of re-
construction of a corrupted fragment [2]. Therefore,
increasing ¢ beyond p+ 1 one obtains an algorithm
capable of reconstructing a series of outliers (up to
q—p—1in arow) arising when a record scratch is
encountered.

Several fixes will help us turn (5) into a workable
estimation scheme.



2.1 Explicit form of the a posteriori
updates

Denote by ¥(t) = (¢t — 1)e the first column of
the a priori covariance matrix X(¢t — 1) and by
B(t) = IS (t[t—1)c the element placed in its upper
left corner. It is straightforward to check that under
the assumptions made

()
L(t) = —=[1 —dp(O)|1 — dg(t
where
B+ & otherwise
and k = 02 /02.
Consequently, the last two recursions of the EKF

filter can be put down in the form

Bl = Bt — 1) +

Ae(t) i dr(t) = 0,dg(1) = 0
N ﬁ(vtwlnq(t) if dp(t) =0,dp(t) =1 ©)
sarer(t) if dp(t) =1,dr(t) =0
0 it di(t)=1,dr(t) =1
Sy =20t -1) +
WD i dy(t) = 0,dp(1) = 0
_ ) i wm=oda =1 g
WL i () = 1,dr(t) = 0
0 if dp(t)=1,dg(t)=1

where
ety = —-——~
€(t) 5

denotes the prediction error averaged over two
tracks.

2.2 Parameter tracking

Assuming that the changes of different process pa-
rameters are mutually independent and occur at
the same average rate, i.e., cov[w(t)] = o2 I,, one

gets
beT 0
o= "0 4|

where £ = 02 /o2.

When such simplified model of parameter variation
is adopted one can influence the EKF algorithm
by means of adjusting two scalar coefficients : « -
deciding upon the degree of signal smoothing and
¢ - controlling the parameter adaptation rate.

2.3 Detection of outliers

Since localization of impulsive disturbances is not
known a priori the quantities dr(¢) and dg(t) in (6)
and (7) should be replaced with the corresponding
estimates c?L(t) and ER(t), respectively.

Owing to the properties of the Kalman filter

pler/rMY (1 = 1), dr/g(t) = 0) 2= N(0,0%(1))
where ¢2(t)) = n(t)o? and n(t) = I S(tlt — 1)e+ &

= B(t) + 1.

A reasonable outlier detection rule can be therefore
defined in the form

S0 Jeya(t)] < et
dL/R(”‘{l it Jerm(t)] > p(1)

where 52(t)=n(t)c?(t — 1), p is a user-dependent
detection threshold (in most cases the best results
are obtained for p € [3,5]) and 72(¢) is the local
(exponentially weighted) maximum likelihood esti-
mate of the input noise variance

CHOES

€

otherwise

{ X2t~ 1)+ (1 N EEED i 4 ()= 0
0<l-2x1l

3 Refinements

3.1 Track alignment

Even though theoretically the signals observed in
both ”tracks” of the mono recording should dif-
fer in their noise, i.e., high frequency components
only, the actual differencies are more substantial.
Due to the fact that the surface of the vinyl re-
cord is not ideally flat and/or the two playback
channels are not perfectly balanced a low frequency
drift between both tracks is usually observed and
should be appropriately dealt with. It is important
to realize that the presence of a nonnegligible offset
between the left and right track can substantially
reduce efficiency of the proposed scheme. First, due
to increase in the mean square prediction error the
sensitivity of the outlier detector can be noticeably
decreased. Second, and more importantly, signal di-
scontinuities may appear at instants where the al-
gorithm switches from the ”combined track” resto-
ration (dr (t) =dr(t)=0) to the "single track” resto-
ration (dr(t) = 1,dr(t) = 0 or d.(t) = 0,dg(t) = 1)



and vice versa. A simple adaptive preprocessing al-
gorithm can be used to adjust the signals yz (¢) and

yR(t).
Denote by §(t) the difference between the left and
right channel

6(t) = yr(t) — yr(?)

and by Eg(t) the output of the outlier detector si-
milar to that described in the preceding section

- {0 it |6(1)] < 355(t — 1)
1t |6()] > 36s(t — 1)

where Eg(t) is the local estimate of the noise var-
lance

Fi(t) =
) AG2t — 1)+ (1= 0)62(t) if ds(t) =0
- 52(t—1) it ds(t)=1

The following simple sliding-window algorithm can
be used for the purpose of aligning the right track
with the left one

Yr(t) = yr(t) +6(1) (8)

yr(t) = 9()yr(t) (9)

g(t) =

t+M

> (1—ds(i))

i=t—M

3
—~

o~
~—

and M determines the size of the local analysis win-
dow (the values from the range [20,50] are recom-
mended).

Note that the debiasing filter (8) and the scaling
filter (9) are linear phase and that both can be
easily put in a recursive form.

3.2 Outlier detection revisited

Based on the results of many tests performed on
real audio signals some heuristic modifications to
the outlier detection scheme described in section 2
can be recommended.

First of all, it was found out that the renovation al-
gorithm works more reliably if detection alarms are

clustered, i.e., if they are forced to form solid detec-
tion blocks, each consisting of a sequence of ”ones”
(up to ¢g—p—11in arow) preceded and succeeded by
at least p "zeroes”. Alarm clustering allows one to
avoid reconstruction errors caused by ”accidental
acceptancies” of samples localized in the middle of
long-lasting artifacts such as record scratches.

The second modification we suggest is concerned
with the way of combining detection alarms in both
tracks.

Cautious detector

If detection blocks in the left and right channel par-
tially overlap, i.e., if it holds

dp(ty=1 for teTy =i, 1]
dR(t) =1 for telg= [tg,t4]

TrNTr#0
then put

o~

dp(t)=dg(t)y=1 for teT,UT

According to this rule each time a disturbance is
spotted in both channels (even if not at exactly
the same time instants) a join, possibly enlarged,
detection block is formed. Otherwise, that is if de-
tection alarms in one channel are not accompanied
by alarms in the other one the original detection
rule is used, i.e., the restoration is based on the
material taken from the uncorrupted track.
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