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ABSTRACT

In many applications digital recursive filter coefficients have no distinct values, therefore the test of an entire family of polynomials is required in order to be sure of the filter stability. The edge theorem by Bartlett, Hollot and Lin states that a polytope is stable, if and only if, the exposed edges are stable. In this paper this last condition is transformed into an equivalent one that can be tested in a finite number of arithmetic operations and from which an algorithm is derived. It is shown that the condition, which has been established, is optimal i.e., it can neither be avoided, nor simplified.

1 INTRODUCTION

Continuous or digital recursive filters are used in many applications in automatic control and signal processing. The study of the stability of such filters results in finding the location of the zeros of a polynomial, which is the transfer function denominator. In order to be sure of the asymptotic stability of such a filter, it is necessary and sufficient for the zeros of this polynomial to be all located in a distinct domain of the complex plane. This domain is the open unit-disk

\[ U = \{ z \in \mathbb{C} : |z| < 1 \} \quad (1) \]

for a digital filter and the open half-plane

\[ H = \{ z \in \mathbb{C} : \Re(z) < 0 \} \quad (2) \]

limited by the imaginary axis for a continuous filter. There are algorithms which decide (i.e., answer by either yes or no) in a finite number of steps whether all the zeros of a complex polynomial are either in \( H \) [1–2] or in \( U \) [3].

In many applications the filter coefficients have no distinct values and in order to be sure of the filter stability, the test of the zero location of an entire family of polynomials is required. When the filter is continuous and the family defined by the real polynomials

\[ a_0 z^n + \cdots + a_n \text{ with } a_i \in [\underline{a}_i ; \bar{a}_i], \quad (0 \leq i \leq n), \quad (3) \]

where \( \underline{a}_i \leq \bar{a}_i \) (\( 0 \leq i \leq n \)) are real numbers, a theorem by Kharitonov [4] states that all the zeros of all the polynomials (3) are each in \( H \), if and only if, four of them satisfy the condition. It is then easy to establish an algorithm which decides in a finite number of steps whether all the elements of a family of continuous filters associated with the polynomials (3), are stable. The Kharitonov theorem—which can be extended to complex polynomials—has no equivalent statement when the half-plane \( H \) is replaced by the unit-disk \( U \) [9]. For the study of the robust stability of digital recursive filters, one can use the edge theorem by Bartlett, Hollot and Lin [5]. Applied to the domain \( U \), this theorem states that all the zeros of all the elements of a polynomial polytope (i.e., the convex hull of many finitely generated polynomials \( P, Q, \ldots, T \)) are in \( U \), if and only if, all the zeros of all the polytope edge elements are in \( U \); i.e., if and only if, for any vertices \( P, Q \) of the polytope, all the zeros of all the polynomials

\[ S_\lambda = \lambda P + (1 - \lambda)Q \quad \text{for } \lambda \in [0; 1] \quad (4) \]

are in \( U \). There are as many polynomials (4) as real numbers in the segment \([0; 1]\) and, as far as we know, no paper exists which indicates if this last condition can be tested in a finite number of steps. However, this is necessary for an implementation on a computer. In this paper, it is shown that all the zeros of all the polynomials in an edge—defined in relation (4)—are in \( U \), if and only if, one of both vertices \( P, Q \) of the polytope, all the zeros of all the polynomials

\[ R(\lambda) \neq 0 \quad \text{for all } \lambda \in [0; 1], \quad (5) \]

where \( R(\lambda) \) is a real polynomial in \( \lambda \), which can be deduced in a finite number of steps from the coefficients of polynomials \( P \) and \( Q \). This is the subject of section 3. The condition (5) can be decided using Sturm’s theorem [8]. Using a previous work [6], it is shown that condition (5) is optimal when the coefficients of vertices \( P, Q \) take any complex value a priori. To be precise, condition (5) can neither be avoided, nor simplified: any algorithm, which decides whether all the zeros of all the polynomials (4) are in \( U \), must compute the polynomial \( R(\lambda) \)—or a polynomial in \( \lambda \) which is a multiple of
\( \mathbf{R}(\lambda) \) in the space of real or complex polynomials in \( \lambda \)—and test whether it vanishes on the real segment \([0; 1]\). When both vertices \( P, Q \) are real, condition (5) is not optimal any more: the polynomial \( \mathbf{R}(\lambda) \) can be factorized \textit{a priori}, as we shall see in section 3. A complete algorithm for robust stability is given in section 4.

Let us specify notations and let us recall some results of previous works used below.

2 RECALLS AND NOTATIONS

Let us introduce a general polynomial with complex coefficients

\[
P = a_0 x^n + a_1 x^{n-1} + \cdots + a_n \tag{6}
\]

of a degree which is not greater than \( n \). In what follows, the coefficient of highest degree \( a_0 \) may vanish. Let \( P^* \) be the polynomial deduced from \( P \) according to:

\[
P^* = \overline{a_n} x^n + \overline{a_{n-1}} x^{n-1} + \cdots + \overline{a_0}, \tag{7}
\]

where \( \overline{a_k} \) denotes the complex conjugate of \( a_k \). The polynomial \( P^* \) is called the conjugate reciprocal of \( P \) when \( P \) is of degree \( n \), i.e., \( a_0 \neq 0 \). By convention, when the degree \( k \) of \( P \) is smaller than \( n \), we shall say that infinity (\( \infty \)) is a zero of \( P \) with a multiplicity \( n-k \). With this convention, each polynomial polynomial defined by relation (6) and not identically null has \( n \) zeros, including the multiplicities and the zero at infinity. The polynomial \( P \) is associated with the single point of \( \mathbb{C}^{n+1} \), also denoted by \( P \), having \((a_0, \ldots, a_n)\) as coordinates. Let \( D_n \) be the subset of the space \( \mathbb{C}^{n+1} \), which contains all the points \( P \), whose all roots of the associated polynomial belong to the open unit-disk \( U \). Let us introduce the resultant \( \mathbf{R}(P, P^*) \) of polynomials \( P \) and \( P^* \) \cite{6,7}.

It can be expressed as a determinant of order \( 2n \) given by the relation

\[
\mathbf{R}(P, P^*) = \begin{vmatrix}
a_0 & 0 & \cdots & 0 & 0 & \cdots & 0 & \overline{a_n} \\
a_1 & a_0 & \cdots & 0 & \cdots & 0 & \overline{\pi_n} & \overline{a_{n-1}} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots & \vdots \\
a_n & a_{n-1} & \cdots & a_0 & \overline{\pi_0} & \overline{\pi_1} & \cdots & \overline{\pi_{n-1}} \\
0 & a_{n-2} & \cdots & a_1 & \overline{\pi_{n-1}} & \overline{\pi_0} & 0 & \cdots \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & a_n & \overline{a_0} & 0 & \cdots & 0
\end{vmatrix} \tag{8}
\]

Proposition 1 \cite{7} For any complex polynomial defined by relation (6), the resultant \( \mathbf{R}(P, P^*) \) is real.

Let us assume now that the polynomial coefficients \( a_k (0 \leq k \leq n) \) introduced in equation (6) are each a continuous function of the real variables \( v = (v_1, \ldots, v_r) \in I \), where \( I = I_1 \times I_2 \times \cdots \times I_r \) is the cartesian product of non empty real intervals. Let \( (P_v)_{v \in I} \) be the family of all the polynomials obtained with these continuous functions \( a_k (0 \leq k \leq n) \), when \( v \in I \). For a fixed value of \( v \in I \), let \( P_v^* \) be the polynomial deduced from \( P_v \) by the relation (7), when the coefficients \( a_k (0 \leq k \leq n) \) are replaced by the complex values \( a_k(v) (0 \leq k \leq n) \) of the functions \( a_k \) \((0 \leq k \leq n)\) at the point \( v \).

Proposition 2 \cite{6} Let \((P_v)_{v \in I}\) be the above-mentioned family of polynomials. Every polynomial \((P_v)_{v \in I}\) belongs to \( D_n \), if and only if, there exists \( v_0 \in I \) such that \( P_{v_0} \in D_n \) and the resultant \( \mathbf{R}(P_v, P_v^*) \) of \( P_v \) and \( P_v^* \) which is a continuous function of \( v \), does not vanish for all \( v \in I \).

3 A CRITERIA FOR ROBUST STABILITY

Let \( P \) be a polynomial polytope generated by the many finitely polynomials \( P, Q, \ldots, T \). On the one hand, the application of the edge theorem to the open unit-disk \( U \) gives:

Theorem 3 \cite{Bartlett, Holz, Lin} A polytope is stable, if and only if, its exposed edges are stable.

In other words, \( P \subseteq D_n \), if and only if, for any vertices \( P, Q \) of the polytope, all the polynomials \( S_\lambda \) introduced in relation (4) belong to \( D_n \). On the other hand, the family of polynomials \( (S_\lambda) (\lambda \in [0; 1]) \) satisfies the conditions of Proposition 2. Therefore, each polynomial \( S_\lambda \) \((\lambda \in [0; 1]) \) belongs to \( D_n \), if and only if, \( P \) (or \( Q \)) is in \( D_n \) and the resultant \( \mathbf{R}(\lambda) = \mathbf{R}(S_\lambda, S_\lambda^*) \) of \( S_\lambda \) and \( S_\lambda^* \) does not vanish for all \( \lambda \in [0; 1] \), where \( S_\lambda^* \) is deduced from \( S_\lambda \) as the polynomial \( P^* \)—defined in relation (7)—is deduced from the polynomial \( P \), introduced in equation (6). Moreover, if \( n \) denotes the highest degree of both vertices \( P, Q \), it results from relation (8) and Proposition 1 that \( \mathbf{R}(\lambda) \) is a real polynomial in \( \lambda \), whose degree is not greater than \( 2n \). The next proposition is then set.

Proposition 4 A polytope edge—defined in relation (4)—is stable, if and only if, one vertex is stable and the above-mentioned polynomial \( \mathbf{R}(\lambda) \) does not vanish on the real segment \([0; 1]\).

In order to test condition (5), one can use Sturm’s theorem \cite{8}. Using the generalized Levinson-Szego algorithm, the value of \( \mathbf{R}(\lambda) \) can be fastly computed when a real value is assigned to \( \lambda \) \cite{7}. Then, the coefficients of the polynomial \( \mathbf{R}(\lambda) \) can be computed by interpolation \cite{10} from \( 2n + 1 \) numerical values of \( \mathbf{R}(\lambda) \).
The next proposition indicates that if the coefficients of vertices $P, Q$ can take any complex value \textit{a priori}, then the above-mentioned resultant $R(\lambda)$ cannot be factorized \textit{a priori}. We shall see at the end of section 3 that this fact is wrong when all the coefficients of both vertices are real.

Proposition 5 Let $P$ be defined by relation (6) and $Q = b_0 x^n + \cdots + b_n$ be two complex polynomials whose degrees are not greater than $n$. Let $\alpha, \beta$ and $\gamma, \delta$ be the real and imaginary parts of $a$ and $b$ respectively:

$$a_k = \alpha_k + i\beta_k \quad \text{and} \quad b_k = \gamma_k + i\delta_k \quad (0 \leq k \leq n).$$

(9)

Let $\lambda$ be a real parameter. Let $S_\lambda$ be the polynomial defined in relation (4) and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^* \quad (10)$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$(1 + x)^n P((1 - x)/(1 + x)) = P(x^2) + xQ(x^2) \quad (11)$$

$$+ \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^* \quad (10)$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$

When all the coefficients of polynomials $P, Q$ and $\lambda$ are indeterminate, the resultant $R(\lambda)$, defined in relation (4), and let $S_\lambda^*$ be the polynomial deduced from $S_\lambda$ by the relation

$$S_\lambda^* = \lambda P^* + (1 - \lambda)Q^*$$

$$= \left[\lambda(\overline{a}_n - \overline{b}_n) + \overline{b}_0\right] x^n + \cdots + \lambda(\overline{a}_0 - \overline{b}_0) + \overline{b}_0.$$
\[ x = -0.04564 + 0.9464i, \quad |x| = 0.94750 \] (20)
\[ x = +0.26827 - 0.4700i, \quad |x| = 0.54117 \] (21)

are each in \( U \), as those of \( Q \) which are the conjugates of the roots of \( P \). The resultant \( R(\lambda) \) computed by the algorithm is given by

\[
R(\lambda) = -256\lambda^4 + 512\lambda^3 - \frac{6432}{25}\lambda^2 + \frac{32}{25}\lambda + \frac{539}{625}. \quad (22)
\]

\( R(\lambda) \) and vanishes twice in the segment \([0; 1]\) : its roots are roughly equal to the elements of the set

\[
\Lambda = \{-0.0528; 0.0648; 0.9352; 1.0528\}. \quad (23)
\]

**Example 2.** Let us consider the polynomial polytope generated by both real polynomials \( P = 2x^3 - x^2 + 1 \) and \( Q = -2x^3 - x^2 + 1 \), that satisfy the relation \( P(-x) = Q(x) \). The roots of \( P \) are approximately given by

\[
x = -0.6573, \quad (24)
\]
\[
x = 0.5787 \pm 0.6526i, \quad |x| = 0.8722. \quad (25)
\]

The resultant \( R(\lambda) \) computed by the algorithm is equal to

\[
R(\lambda) = 16(-1 + 2\lambda)^2(1 - 3x + 8\lambda^2)^2 \quad (26)
\]

and has six zeros, with their multiplicity, in the segment \([0; 1]\). Each root of \( R(\lambda) \) is of multiplicity two, they are the elements of the set \( \Lambda \).

5 APPENDIX

Proposition 5 is a specific case of the lemma below. In the following, when \( f, g, \ldots, h \) denote indeterminates, the space of polynomials, whose variables are these indeterminates and whose coefficients are rational numbers, is denoted by \( Q[f, g, \ldots, h] \).

**Lemma 6** Let \( R([a_0, \ldots, a_n]) \) be an irreducible polynomial in \( Q[a_0, \ldots, a_n] \). Let \( a_0, \ldots, a_n, b_0, \ldots, b_n \) and \( \lambda \) be indeterminate linked to the \( a_i \)'s by the relations

\[
a_i\lambda + b_i = a_i \quad (0 \leq i \leq n). \quad (27)
\]

When \( a_i\lambda + b_i \ (0 \leq i \leq n) \) is substituted for \( a_i \) in \( R([a_0, \ldots, a_n]) \ (0 \leq i \leq n) \), this gives a polynomial \( S \) in the variables \( a_0, \ldots, a_n, b_0, \ldots, b_n \) and \( \lambda \ :
\]

\[
S([a_0, \ldots, a_n, b_0, \ldots, b_n, \lambda]) = R([a_0\lambda + b_0, \ldots, a_n\lambda + b_n]) \quad (28)
\]

which is irreducible in \( Q[a_0, \ldots, a_n, b_0, \ldots, b_n, \lambda] \).

**Proof.** Let us suppose that \( S \) is not irreducible, then there are two polynomials \( S_1 \) and \( S_2 \) in the space \( Q[a_0, \ldots, a_n, b_0, \ldots, b_n, \lambda] \), which are not constant and such that \( S = S_1S_2 \). The proof is based on the following idea. If \( \lambda \) is set to an unknown value, i.e., is a parameter, if for \( 0 \leq i \leq n \), either \( a_i \) or \( b_i \) is a parameter and if all the \( n+1 \) other variables are indeterminates, then both polynomials \( S_1 \) and \( S_2 \) can be considered as polynomials in the variables \( a_0, \ldots, a_n \), using the relations (27). The assumption that \( S \) is irreducible leads to the fact that either it is \( S_1 \) or \( S_2 \) that does not depend on the indeterminates but only on the set variables, considered as parameters. It results of such arguments that all the indeterminates \( a_0, \ldots, a_n, b_0, \ldots, b_n \) and \( \lambda \) are shared in two separated subsets, one containing all the variables of \( S_1 \) and the other containing all the variables of \( S_2 \). Such a decomposition permits to set either \( a_i \) or \( b_i \) for \( 0 \leq i \leq n \) in such a way that some variables of \( S_1 \) and some variables of \( S_2 \) remains indeterminate. Then, the irreducibility of \( R \) leads to the fact that either \( S_1 \) or \( S_2 \) depends only on the variables set to parameters, but this is impossible. In conclusion, the assumption that \( S \) is not irreducible leads to a contradiction. This ends the proof of the lemma.
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