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ABSTRACT

We describe the characteristics of a real time MPEG2
Multichannel Encoder based on a multi-DSP board. We
discuss both the architectural base and the algorithm
real tine implementation. Due to the flexibility of the
described card, realizations of other audic processing
algorithms are also possible. A brief description of these
implenientations is also given.

1 Introduction

ISO-MPEG2 defines a generic audio-video standard cod-
ing with application to digital television (DTV}), ligh
definition digital television {HDTV), digital storage, and
telecommunications, The audio part of this standard is
mainly focused on the imultichannel coding including the
low frequency enhancement channel (the so called 541
configuration).

In particular it relies a full backward compatibil-
ity with MPEG1 which provides the capability of an
MPEG1 audio decoder to decede any MPEG2 bit
stream. For high quality applications (i.e. contribu-
tion quality), the MPEG2 encoder can also provide an
extension bit-stream to overcome the maxiinum bit-rate
limitations of MPEG1 standard (384 Kbit/s).

It is well known that ISO-MPEG [1]. [2] defines only
the decoder structure; the encoder algorithim. which de-
termines the final quality, can be improved and opti-
mized by the designer. In addition a new standard
(non backward compatible, NBC) for high quality pro-
fessional applications is under definition in the MPEG
working group.

Iu this context it is nseful a very Hlexible hardware
platform to follow the evolution of the standardization
process and to progressively enhance the quality of the
encoder implementation.

In this paper we present a VME card developed by
Alcatel CRC to support audio compression and trans-
mission in onr professional audie and video equipment.
In particular we describe the real time implementation
of the MPEG?Z2 Layer I multichannel coding algorithm.

It is also worth to mention that this realization has
been successfully demoustrated in the frame of dTTh
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Figure 1: Hardware platform block diagram.

RACE project.

2 Hardware Platform

The objective of the developnient was to provide a very
flexible HW platform capable support the current an-
dio compression standard algorithms and their future
evolutions. The adoption of a VME interface allows an
casy integration of this board in a standard workstation
enviromment making the applicatious development quite
easy and efficient.

As illustrated in fig. 1 it is possible to identify the
following wain building blocks.

¢ Core Processing Unit

+ Board Controller

¢ Audic Interface (AES/EBU)
VME Interface

o Additional Interfaces (RS5232,X21.J-TAG)

2.1 Core Processing Unit

The core processing unit is based on a wmulti-dsp archi-
tecture. We are currently using the 66 MHz version of



the Motorola DSP56002 digital signal processor [3], [4].
The four DSPs guarantee 133 Mips performance.

The external data busses are 24 bits wide, while the
address busses uses 16 + 1 bits. So for each processor
128K 24 bit words of fast (no wait states) static RAM
are available.

The communication between the four processors is al-
lowed by a four-ports static RAM (8K 24 hit words) that
can be concurrently accessed. An additional communi-
cation channel is provided by the serial lines between
processors {all DSP serial ports are connected to a pow-

erful FPGA, the ALTERA EPF81188).

2.2 Board Controller

A fifth DSP56002 acts as the board controller. It loads
from the flash memory the processors code and the
FPGA's firrnware, and after the bootstrap has been
completed, it performs watch dog operations.

2.3 Audio Interface

The andio signals are received or trausmitted through
four balanced AES/EBU audio interface modules based
on 88411 and CS8401A Crystal devices. In addi-
tion four sampling frequency converters { Analog Devices
ADI1890} can be inserted between the AES/EBU inter-
faces and the processors in order to solve sample rate
interfacing and compatibility problems with other digi-
tal audio cquipment.

A Phase Locked Loop provides the ability to synchro-
nize the hoard to an incoming signal or 10 an external
clock source.

2.4 VME Interface

The VME interface is linked to the board controller
through an 8K byte dual-port memory. So writing and
reading this memory it is possible to control the board
or to transit high speed signals between the board and
the host workstation.

2.5 Additional Interface

The following reconfigurable input/output facilities are
also provided,

e an RS 232 link
s the physical layer of X.21 (DCE-DTE)
¢ J-TAG interface on the five DSPs

In conclusion, this card has been designed with the
goal to be highly flexibic and recoufignrable; the DSPs
can work hoth in parallel or in pipe-line (four-port mem-
ory allows a huge bandwidth of data exchange), and all
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Figure 2: Generic MPEG encoding structure.

the serial lines transit through Programmable Logic De-
vices. So it should be possible to implement here a wide
rauge of audio compression algorithms.

3 Algorithmm Implementations

In this paper we illustrate the most significative imple-
mentations which has been realized up to now uusing
the described hardware platform.

3.1 MPEG2-layer 11 encoder

We consider a multichannel { 5+ 1 ) encoder compliant
with the ISO 13818-3 standard [2]. Among a wide range
of possible codec configurations, our goal was to realize
a very ligh quality compression system for contribution
applications.

At the present time the following features have been im-
plenmented.

» Matrixing
s Extension Stream

o Dynanic Switching

Prediction {1.2 taps, 0...7 delays)
¢ Low Frequency Enhancement {LFE) channel

Considering the high computational power required,
a key Issuc of the development was the algorithm parti-
tiening among the four DSPs.

MPEG2-layer II encoder [2] works by pipelining the
four DSPs {fig. 2). This is possible because the four-
ports static RAM guarantees a fast, efficicnt and simple
communication channel, So only a little fraction of time
is wasted for the data transfers.

The mainu activitics are split as follows {see time dia-
gram in fig., 3).

¢ DSP #1 sub-band analysis of the audio samples
and dowi-sampling filtering for LFE channel {output:
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Figurc 3: MPGE2 encoder timing.

filtercd samples)

e DSP #2 psycho acoustic analysis of the audio sam-
ples (output: 5+ 2 mask-te noise ratios)

¢ DSP #3 attenuation of the five sub-band filtered
input channel MPEG-1 (stereo channels Lo.Ro) matrix-
ing, full scale values computation, bit allocation, quanti-
zation MPEG-2 (multi channels) dynamic transmission
chaunel allocation, inter channel prediction, full scale
values computation, bit allocation, quantization.

s DSP #4 bit strean formatting

In order to emphasize the board flexibility, we briefly
report on other algoritlun implementations.

3.2 MPEG1-layer II encoder

Four MPEG1-layer II encoders work in parallel, that
is each DSP receives a stereo program and produces a
MPEG1 bit stream. So up to four independent MIPEG1

hit streams are available.

3.3 MPFPEGI1-layer II decoder

Four MPEGI1-layer 1I decoders work in parallel, that is
each D8P receives MPEG] bit streamn and produces a
PCM stereo progrant. In this applications the board is
clearly over dimensioned. The DSPs work at 30 % of
the maximum speed.

3.4 MPEG2-layer II decoder

Only two DSPs are involved. The first one receives the
MPEG transport packets, operates the demultiplexing
and the time synchronization, and gives the audio bit-
stream to tlie second DSP which produces the 5 + 1
audio PCM signals.

4 Conclusion

A real time implementation of a class of algorithius com-
pliant with the ISO/MPEG-Audio standard has been
presented.

The achieved results demonstrate that the described

hardware architecture is particularly well suited for this
kind of applications.
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