COHERENCE ESTIMATION OF INTERFEROMETRIC SAR IMAGES.
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ABSTRACT

Usual coherence estimation in SAR interferometry is a time consuming task since an accurate estimation of the local frequency of the interferometric fringes is required. In this paper a fast algorithm for generating coherence maps, mainly intended to data browsing, is presented. The proposed estimator is based on the speckle similarity of coherent SAR data and is, thus, independent of the fringes frequency. Advantages with respect to the usual estimates are achieved in terms of computational costs (up to 100 times lower), robustness (the estimator presented is not affected by possible local frequency estimation errors) and flexibility (the estimator can be applied both to complex and to detected images). The statistical properties of the frequency independent estimator are given in the stationary case. A preprocessing technique that reduces the degradations due to non-stationarities is then shown.

1 INTRODUCTION

The interferometric SAR coherence is an indicator of the achievable interferograms quality (the higher the coherence the better the interferogram quality) [1, 2, 3, 4]. Thus, in order to select those SAR pairs that can be actually exploited for interferometric applications, the analysis of coherence should be routinely carried out on those pairs that show suitable perpendicular baseline [5].

With the huge amount of interferometric SAR data that are and will be available in the near future from satellite SAR missions (i.e. ERS-1, ERS-2, RADARSAT, SIR-C/X-SAR III), the computing time to generate interferograms and coherence maps in a semi-operative scenario should be kept as short as possible.

It is well known that the usual coherence estimation is a very time consuming task as an accurate estimation of the local frequency of the interferometric fringes is required. In this paper a fast algorithm for generating coherence maps (e.g. to be exploited for interferometric data browsing and to speed up the images registration step) is presented. It will be shown that the proposed technique is much faster than the usual techniques (at the cost of a reduced statistical confidence) as it is independent of the local frequency of the fringes. Moreover it is more robust as it is not affected by possible local frequency estimation errors.

2 THE USUAL COHERENCE ESTIMATOR

The coherence $\gamma$ between two SAR images $v_1(n,m)$ and $v_2(n,m)$ (here regarded as random processes) can be theoretically defined on a pixel basis as the correlation coefficient between two zero-mean, complex gaussian random variates $v_1 = v_{1r} + j v_{1i}$ and $v_2 = v_{2r} + j v_{2i}$:

$$\gamma = \frac{E|v_1 \cdot v_2^*|}{\sqrt{E|v_1|^2 E|v_2|^2}}$$ (1)

In general the coherence changes from area to area (or even from pixel to pixel) along the imaged scene. The actual coherence, however, cannot be estimated on a pixel basis from two SAR images only. Nonetheless, it can be estimated on stationary regions where ensemble averages in (1) can be substituted with space averages (i.e. by assuming mean ergodicity in a small estimation area of say $N \times M$ pixels). It should be noted, however, that even if the ergodicity hypothesis holds (i.e. all the scatterers within the estimation area are independent with identical statistical properties) the two images differ by a deterministic phase (i.e. the interferometric phase $\phi(n,m)$) that should be estimated and compensated. Thus, the following usual coherence estimation $\hat{\gamma}$ holds:

$$\hat{\gamma} = \frac{\sum_{n,m} v_1(n,m) \cdot v_2^*(n,m) \cdot e^{-j\phi(n,m)}}{\sqrt{\sum_{n,m} |v_1(n,m)|^2 \sum_{n,m} |v_2(n,m)|^2}}$$ (2)

From a computational point of view the estimation of the interferometric phase $\phi(n,m)$ (even if it can be assumed to be constant in both directions) is very time consuming. On the other hand, if it is not compensated the coherence estimate $\hat{\gamma}$ would be biased by the local frequency of the fringes that is proportional to the topography by means of the interferometer baseline (i.e. with large baselines even a rolling topography would
have a strong biasing effect). Computations efficiency can be improved by using efficient frequency estimation techniques (e.g. MUSIC) instead of the accurate but inefficient periodogram technique. However, much better results can be obtained if a fringe frequency independent estimator is adopted.

3 A FREQUENCY INDEPENDENT COHERENCE ESTIMATOR

It is well known that detected SAR images are affected by the so called speckle noise [6]. In SAR interferometry, however, speckle should be considered useful signal rather than noise. Thus, speckle differences between two interferometric images can be used to estimate their coherence γ as it will be shown in the following.

Let us consider the normalized cross-correlation ρ of the detected SAR images |v1|2 and |v2|2:

$$\rho = \frac{E[(|v_1|^2) \cdot (|v_2|^2)]}{\sqrt{E[|v_1|^4]E[|v_2|^4]}}$$ (3)

The cross-correlation ρ can be expressed as a function of the complex coherence γ by exploiting the following well known property that holds for zero mean, normal random variables:

$$E[|v_1|^2|x_3x_4] = E[|v_1|^2|x_2]E[x_3x_4] + E[|v_1|^2|x_2]E[x_3]E[x_4] + E[|v_1|^2|x_2]E[x_2]E[x_3x_4]$$

If we pose x1 = v1, x2 = v2, x3 = v1, x4 = v2, then:

$$E[|v_1|^2|x_2] = E[|v_1|^2] = 2E[|v_1|^2]^2.$$ (4)

whereas, for v1 ≡ v2, we obtain E[|v1|^4] = 2E[|v1|^2]^2.

If (3) is rearranged by combining the expressions above, we get the following relation between ρ and γ:

$$\rho = 1 - \gamma^2$$ (4)

Thus, the absolute value of the complex coherence can be estimated as follows:

$$\gamma_M = \left\{ \begin{array}{ll} \sqrt{2\rho - 1} & \rho > \frac{1}{2} \\ 0 & \rho \leq \frac{1}{2} \end{array} \right.$$ (5)

$$\hat{\gamma} = \frac{\sum_{n,m} |v_1(n,m)|^2}{\sqrt{\sum_{n,m} |v_1(n,m)|^4}}$$ (6)

The estimation of γ by means of the (5) and (6) does not need any fringe frequency estimation and thus it is much more efficient than the estimator γ in (2) (up to 400 times if an accurate local fringe frequency estimation technique is adopted). Moreover it can be directly used with single look detected images.

4 A COMPARISON OF THE TWO ESTIMATORS

Fig. 1a shows the value of the estimators γ and γ_M, averaged over 100 simulations, for different numbers of independent complex samples L in the estimation window (i.e. L = N / M for full bandwidth images). From this figure it is clear that both estimates are unbiased only for high values of L and/or γ (i.e. L > \frac{1}{\gamma^2}).

As far as the estimators’ variances are concerned, the variance of the estimator γ can be approximated for high values of L and/or γ as follows [4]:

$$\frac{\sigma_{\gamma}^2}{\gamma} = \frac{(1 - \gamma^2)^2}{2L}.$$ (7)

whereas the variance of the estimator γ_M can be be approximated for large values of L by a first order series expansion of (6,5), to get the following expression [1]:

$$\frac{\sigma_{\gamma_M}^2}{\gamma^2} = \frac{1}{8L\gamma^2} \left( \gamma^8 + 6\gamma^6 - 12\gamma^4 + 4\gamma^2 + 3 \right)$$

The relative accuracy of the usual estimator γ is higher than that of the proposed estimator γ_M. Namely they are:

$$\frac{\sigma_{\gamma}}{\gamma} = \frac{1}{\gamma} \frac{(1 - \gamma^2)}{\gamma^2} \sqrt{2L}$$

$$\frac{\sigma_{\gamma_M}}{\gamma^2} = \frac{1}{2\sqrt{2L}} \left( \gamma^8 + 6\gamma^6 - 12\gamma^4 + 4\gamma^2 + 3 \right)$$

As a consequence the number of independent samples L that should be used to get an accurate coherence estimate is larger for γ_M than for γ. If we indicate with L_1 and L_2 the number of independent samples used to estimate the coherence with the estimators γ and γ_M respectively, we get the same estimation accuracy if the following ratio is maintained:

$$\frac{L_2}{L_1} = \frac{\gamma^8 + 6\gamma^6 - 12\gamma^4 + 4\gamma^2 + 3}{4\gamma^2(1 - \gamma^2)^2}.$$ (8)

The ratio between L_2 and L_1 is plotted in Fig. 1b as a function of γ. For values of coherence greater than 0.8, L_2 ≃ 3L_1, for γ = 0.5, L_2 = 5L_1 and for γ ≤ 0.3, L_2 ≥ 10L_1.

On the other hand, the frequency independent estimator γ_M is faster, more robust and simpler than γ in many respects:

(i) no stationarity of the local interferometric phase

(ii) it is independent of focusing phase error that do not affect speckle; (iii) it can be directly applied to detected images (standard products); and finally (iv) it is independent of any fringes frequency estimation error.
5 NON STATIONARY SCENES

Up to now, we have discussed the stationary case for the sake of simplicity. In practice, however, the effect of non stationary absolute values within the estimation window should be taken into consideration. Whenever a SAR image contains non stationary absolute values (e.g. due to different features in the area imaged, like in correspondence of mountainous areas), the proposed coherence estimator $\hat{\gamma}_M$ is strongly biased by the absolute values envelope.

As an example, let us consider the case of two stationary detected interferometric signals $x$ and $y$ with a given spatial correlation coefficient $\rho_{xy}$, the same power $\sigma^2$ and mean $\mu$. Let us now suppose to multiply both signals by a coefficient $a_1$ in the first half of the estimation window (here assumed one dimensional for the sake of simplicity) and $a_2$ in the second half. It can be shown that the spatial correlation coefficient of the resulting signals $u$ and $v$ has the following expression:

$$\rho_{uv} = \frac{k + \rho_{xy}}{1 + k}, \text{ where } k = \frac{(a_1 - a_2)^2 \mu^2}{2(a_1^2 + a_2^2) \sigma^2} \quad (9)$$

From (9) it can be seen that even if the signals $x$ and $y$ are uncorrelated (i.e. $\rho_{xy} = 0$) the correlation coefficient of the signals $u$ and $v$ is greater than zero whenever $a_1 \neq a_2$. Thus, in order to reduce this effect on non-stationary SAR images, a sort of automatic gain control (AGC) should be applied to both detected images before computing the coherence estimate $\hat{\gamma}_M$.

A possible way to perform the AGC in practical cases is the following:

i - Two detected images are averaged, to reduce speckle. Averaging is performed by looks processing, or directly in the space domain by means of low-pass filtering (a $3 \times 3$ mask has been seen to be enough in all the examined cases).

ii - A small constant (white light) is added to the filtered image.

iii - Both detected images are divided by the image carried out in the first two steps.

It should be pointed out that the cost of the AGC is not negligible compared to the coherence map generation (it takes about 25% of the total computing time). Nonetheless the overall computing time is again much smaller than that required by the usual coherence estimator $\hat{\gamma}$. The effect of the AGC can be visually evaluated in Fig. 2, that shows a SAR amplitude image before and after the compensation: the speckle is still alive whereas the absolute values non stationarities have been almost completely eliminated.

6 EXPERIMENTAL RESULTS

The almost stationary ERS-1 scene of the area of Bonn shown in Fig. 2 has been used to get a visual co-
7 CONCLUSIONS

A new coherence estimator based on the similarity of the speckle signal of SAR coherent images has been presented. The new coherence estimator is much more efficient from a computational point of view with respect to the usual estimators despite of a reduced statistical confidence. It looks to be a good compromise between quality and efficiency and it could be usefully exploited to routine data browsing for generating catalogs of usable interferometric SAR images. Finally it should be pointed out that in some cases when the estimation of the local frequency of the interferograms could be problematic (e.g. in mountainous areas with large baselines), the proposed estimator might be more reliable than the usual one.
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