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ABSTRACT
In this paper we outline a technique for increasing the convergence rate of the LMS algorithm by means of a preconditioning filter which reduces the eigenvalue spread of the input signal. Specifically we use a low order linear prediction lattice filter followed by a tapped-delay-line as the preconditioner. Some computer simulations are provided to demonstrate the increased convergence rate of the new algorithm.

1 INTRODUCTION
Adaptive digital filters have many potential applications including interference suppression, echo cancellation, and channel equalisation. Traditionally [1] there have been two classes of algorithms: those based on the LMS algorithm and those on the RLS algorithm. The properties of these algorithms are well known. Two of the most important characteristics are convergence rate and computational load. Clearly, the former determines whether or not the algorithm is suitable for a given application whereas the latter determines if the algorithm can be implemented in a cost effective manner. The LMS algorithm requires very few operations but its convergence rate is a function of the input signal and can be very slow. The RLS algorithm, on the other hand, converges very quickly but has a much higher computational load.

Recently there has been much interest in the fast Newton class [2] of adaptive filtering algorithms. Under the assumption that the input signal is produced by an AR process of order less than the size of the adaptive filter, these algorithms provide a fast convergence rate, typical of the RLS algorithm, for a computational load more similar to that of the LMS algorithm. Since speech is known to modelled quite well as the output of an AR(10) process, the fast Newton algorithm could be used to provide a cost effective adaptive filtering algorithm for voice communications applications.

The fast Newton algorithm is based on the standard RLS algorithm [1] which requires an estimate of the data covariance matrix. If the filter is of order N, the data consists of the input signal and its (N-1) lags. In the case that this signal is produced by an AR(M) process, it is possible to theoretically predict this N×N matrix given its leading M×M submatrix. By taking advantage of this result, part of the computation can be circumvented and the fast Newton algorithm results. A similar idea was used by Gardiner et al. [3] to derive a LS ladder/lattice algorithm with reduced computational load but RLS-like performance. Here the reflection coefficients for order N>M can be shown theoretically to be zero. The Nth order LS lattice part of the algorithm thus reduces to a Mth order lattice and a (N-M) tapped-delay-line (TDL).

In this paper an alternative approach to the problem is presented. A low order, non-adapting lattice filter followed by a tapped delay line is used as a preconditioner in conjunction with the LMS algorithm. The concept of a preconditioner is briefly described in section 2. The idea of the ‘clamped’ lattice preconditioner is developed in section 3. Some computer simulations that demonstrate the increased convergence rate of the new algorithm are presented in section 4.

2 PRECONDITIONING
The LMS algorithm is a stochastic gradient decent algorithm. The dependence of the convergence rate of such algorithms with the eigenvalue spread of the data covariance matrix is well known [1]. One solution to this problem is the use of a preconditioner [4]. This is an invertible transformation of the data such that the transformed data covariance matrix has a much smaller eigenvalue spread. Consider the optimum filter coefficients for the Wiener filtering problem

\[ w^T(n) \hat{x}(n) = y(n) \]
The transformed matrix is orthonormal:

\[ X \Phi(n) \]

and the (full rank) upper triangular matrix \( R^{-1}(n) \) and the orthogonalisation (GSO). Here the preconditioner is a known in adaptive filtering: Gram-Schmidt orthonormal matrix. Such a transformation is well known to result in a new data matrix that has an eigenvalue spread of unity i.e. produces an transformation that results in a new data matrix that has an eigenvalue spread of unity. Clearly, an optimum preconditioner is a transformation, \( \Phi(n) \), that a lattice algorithm requires less computation than GSO. The drawback is that the preconditioning transformation, \( R^{-1}(n) \), is not explicitly available. It is therefore not possible to determine the original optimum filter coefficients (equation (3)).

**3 CLAMPED PRECONDITIONER**

If the input signal \( x(n) \) is assumed to be from an AR(M) process \((M<N)\), then the Nth order LP lattice filter can be shortened \([3]\) to a Mth order one followed by a (N-M) stage tapped delay line (figure 3). This simplification follows from the fact that the Mth order AR process, the clamped lattice preconditioner is not important. Thus an alternative to GSO, is to use an Nth order linear prediction lattice filter to generate the backward prediction residuals - with appropriate normalisation (figure 2). The advantage in doing this is that a lattice algorithm requires less computation than GSO. The drawback is that the preconditioning transformation, \( R^{-1}(n) \) of equation (5), is not explicitly available. It is therefore not possible to determine the original optimum filter coefficients (equation (3)).

Note, however, if the quantity of interest is the adaptive filter residual, as in echo cancellation for example, then the filter coefficients are not explicitly required.

The reflection coefficients in the lattice filter will clearly need to be calculated in some manner. The obvious solution is to use an adaptive LS lattice algorithm to estimate the correct coefficients from a short section of the data. If the adaptive filter order is large this could require a large amount of data (typically 10N); however assuming that the input signal is produced by a low order AR process, a clamped lattice [3] can be used.
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input signal generating process is AR(p) \((p > M)\), or even not AR at all, the Mth order backward residual will not be white as expected. The transformed data covariance matrix will not be a scaled unit matrix and the preconditioner will not be optimum. Note, however, that the data from this sub-optimum preconditioner still spans the original data space. Thus the LMS algorithm can still find a suitable linear combination of the signals to correctly minimise the output error. This can be seen in the extreme case of \(M=0\) i.e. when there is no lattice filter just a tapped-delay-line. The preconditioned LMS algorithm clearly reduces to an ordinary LMS adaptive filtering algorithm (figure 1).

Although the preconditioner may be sub-optimal when \((p > M)\), it is possible that the preconditioned data is still better conditioned than the original data. This is because even with a smaller lattice than required, some of the correlation in the data will have been removed. As a result the LMS algorithm may still converge faster than if the preconditioner was not used.

Thus far we have assumed that the backward residual time series are normalised. This is required to ensure that the transformed data covariance matrix is a scaled unit matrix. Without this normalisation the transformed data covariance matrix will probably not have a reduced eigenvalue spread, however, it will be diagonal. Recall that the LMS algorithm can be viewed as a RLS algorithm with the covariance matrix estimate replaced by a scaled unit matrix. Thus it is likely to perform better if the input signals have a diagonal covariance matrix rather than a dense one. Thus the normalisation of the residuals may not be necessary (see figure 5).

It should be noted that the use of backward linear prediction to improve the convergence rate of gradient descent algorithms in not new. Griffiths [5], for example, proposed the use of the orthogonality of the backward residuals to decouple the update of the filter coefficients and hence increase the convergence rate. This resulted in what became known as the Gradient Adaptive Lattice algorithm and whilst it has a higher convergence rate than the LMS algorithm it is not as fast as the RLS algorithm.

An Mth order (non-adapting) lattice filter requires 2M operations per time step whilst the LMS algorithm requires 2N operations and normalisation requires an extra M operations. Thus the clamped lattice preconditioner algorithm requires \(2(M+N)\) or \((3M+2N)\) operations per time step depending on whether or not the backward residuals are normalised. Note that these figures ignore the extra operations need to estimate the lattice reflection coefficients. The fast Newton algorithm requires \((5M+2N)\) operation.

4 SIMULATIONS

To test the new algorithm, a computer simulation experiment was performed based on an echo cancellation problem. A 3rd order AR process was constructed such that data from a 10 stage tapped-delay-line had a covariance matrix with a condition number of approximately 3000. This signal was used as the input to the adaptive filter. It was also passed through a 10th order FIR filter which represents the echo path. Various 10th order adaptive filters were used to cancel the ‘echo’ signal (figure 4). The behaviour of the adaptive filter was monitored by means of the mean-square a-priori error. Each of the following plots was obtained form a single run with the averaging being performed over 20 adjacent samples. In all cases, 50 data samples were used to estimate the lattice filter coefficients in the preconditioned LMS algorithm.

Figure 5 shows the performance of the preconditioned LMS algorithm (with and without normalisation) when the order of the AR (M) process is known a-priori. The standard (normalised) LMS algorithm, a RLS lattice and the fast Newton algorithm (with exact M) are also shown. The NLMS algorithm did converge to a solution but the data had a large condition number and the algorithm converges very slowly. Clearly, the preconditioned LMS algorithm (with and without normalisation) performs well converging faster than normalised LMS algorithm and
being comparable with the RLS lattice. During this initialisation phase, the preconditioned LMS algorithm appears to outperform the fast Newton algorithm (but see figure 7).

Figure 6 shows the effect of an incorrect estimate of the AR order (M). The Fast Newton and the preconditioned algorithm will both converge to a solution even if M is incorrect. The rate of convergence can, however, be adversely affected. Figure 6 shows the variation in the MSE measured over the time interval [1000,1200] for the two algorithms when the AR order estimate (M) is allowed to vary. Here the correct AR order is three. The figure shows that both algorithms have converged by the time n=1000 as long as M>3. Below this value the algorithms convergence rate is being adversely affected; although the preconditioned algorithms appears to be the better of the two.

Figure 7 shows the MSE for the preconditioned LMS and the fast Newton algorithms when the order of the AR process changes abruptly. Unlike the fast Newton algorithm, the preconditioned LMS algorithm needs to re-estimate periodically the coefficients of the preconditioner. In this experiment, it was assumed that the algorithm ‘detected’ the need to readapt 10 samples after the change in statistics. It is interesting to note that whilst the preconditioned algorithm was better than the fast Newton algorithm during initialisation, after an abrupt change there is little to choose between them.

5 DISCUSSION

An alternative approach to the construction of cost effective, high performance adaptive filtering algorithms has been presented. It is based on the well established idea of a data preconditioner. The algorithm
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