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ABSTRACT

The ouding of the nasa and mouth cavity at the velum is
esentia for the production d nasals and nasdized vowels.
Therefore branched tube models are discussed and an agorithm is
proposed to estimate the model parameters from speed signals.
The tube model is redized by lattice structures in discrete time.
The estimation algorithm is processd in two steps. The zeos are
estimated starting with a general ARMA-estimation determining
the parameters of the ouped tube branch. Heredter the
remaining model parameters are estimated by the minimization o
the output power of the entire inverse filter, which is carried ou
iteratively. The analysis of nasal sounds and nasalized vowels
shows that the dgorithm is able to yield a good spedrd fit
between the magnitude response of the branched tube model and
the speech spectrum.

1 INTRODUCTION

In the fields of speed analysis and production, branched tube
systems are interesting particularly for nasals and nasalized
vowels. The main cavities of the speed production system
namely pharynx, mouth, and nee can be described by tube
models. The modeling of the nasal traa itself by asingle cavity is
cetainly a simplificaion o the adual situation, since the nasal
trad is divided by the septum and hes additional sinus cavities.
However, in terms of the parameter estimation an unbranched
nasal trad is favorable, since the system’s ambiguity is reduced.
The three single tube systems coupled at the velum are depicted
in fig. 1. The coupled side branch represents the closed mouth
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Figurel: Branched tube system.

cavity in the cae of nasals whereas for nasalized vowels the side
branch describes the nasal trad. Hence it is passble to analyze
nasals and nasalized vowels by this branched tube model.
However, parameter estimation d branched tube models is
compli caed sincethe parameters of the side branch cause zeosin
the transfer function and influence also the poles of the model.

Therefore the parameter estimation is dore in two steps. At first
the parameters of the side branch respedively the zeos are
estimated, then the remaining parameters are determined by a
spedalized inverse filtering process It has to be mnsidered that
the parameters of the side branch affed the poles of the transfer
function. In [1] an identificaion procedure has been propased for
branched tubes where the poles of the model are estimated by the
method d steegpest descent minimizing an Euclidean cost function
containing polynomia coefficients of the denominator of the
transfer function in dred form. However, only a synthetic signal
but no speed signas have been anayzed. In [2] an estimation
procedure for branched tube models has been suggested which has
been applied to speed signals, yet with the restriction that most of
the parameters of the side branch must be known. In [3] an
estimation procedure is described which dlows the mnsideration
of the output signals of the nostrils and lips smultaneously in the
cese of nasalized vowels, but this procedure neels a rather long
computation time.

2 BRANCHED TUBE MODEL

The tube model, redized by lattice filters in dscrete-time,
describes the propagation d plane soundwaves and consists of a
concaenation d tube dements redized by delays which are
interconreded by adaptors. Two-port adaptors describe the
scdtering of the soundwaves at the tube junctions. A threeport
adaptor with the scattering matr&
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represents the branching of a tube. The parameters p, and p,
are functions of the three ouped tube aes A, a the tube

branch. To cdculate the transfer function and to redize the
inverse filter the 2x2 scatering transfer matrices T are used
which describe the wave quantities at the left port as a function o
the wave quantities at the right port. T, is the scettering transfer

matrix of atube sedion with refledion coefficient r,, combining

the discontinuity of the acoss ®dion area ad the uniform tube
element
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x" and x° are the wave quantities of the forward and backward

propagation in the tube. The threeport adaptor and the coupded
side branch can be reduced to w2 scattering transfer matrix



T, which can be handed in the same manner as the T, within
the chain of matrices. The side branch is described by the transfer
function H(z) =Q/P as aratio of two pdynomials determined

by the refledion coefficients of the side branch where the last
refledion coefficient represents the termination. The reduced
three-poriadaptor shown in fig. 2 is given by
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Figure 2: Reduced three-poadaptor with side branch.

T, can be split into a matriX), with polynomial elements and a
common denominator polynomi&
1 I L}
TD:@HDI B(2)=p,B(2)=p,(Q+P).
The termination at the tube output is redized by a refledion

coefficient R, with avalue aou -0.9, describing approximately

an open tube end with additional losses. If all scatering transfer
matrices T, and T, are multiplied then the matrix T, results and
the transfer function of the entire tube system is given by:
B(z 1
HE =D T
A2 T +RI
H(z) depends on two elements of the matrix T, and the

)

termination R,.The numerator B of H(z) is the mmmon
denominator of the matriX, .

3 PARAMETER ESTIMATION

The relationship between pdes and zeros of the transfer function
and the model parameters is not a one to ore mapping, since the
total number of pales and zeros is greder than the number of the
tube parameters. This is caused by T, respedively the side

branch. So the tube parameters can be transformed into the poles
and zeros, but not vice versa. However the zeos, represented by
B, can be mnverted into the model parameters of the side
branch. Therefore the etimation agorithm consists of two
successve parts. One part for the zeo estimation and the other
part for the estimation of the poles of the tube system.

3.1 Estimation of the Zeros

The numerator of the transfer function is

B(2)= Y " = p,(1+ Y z") = p,(Q(2) + P(2)

where the paynomias Q and P depend onthe L refledion
coefficients r, of the side branch orly. Thus it is possble to
convert the mefficients b’ into the parameters r, of the side

branch yielding Q and P. The mnversion can beredized by a
function, which is reaursively defined. p, is disregarded in B,
because it represents a gain fador only. The efficients b cen

be obtained by a genera ARMA estimation. Additionaly to the
zeaos aso pdes are etimated, becaise for an MA process the
estimated zeros would model also the poles of the branched tube
system. After the pale zeo identificaion the etimated pdes are
ignored. For the ARMA estimation an iterative dgorithm is
chosen [4], which minimizes a spedral error derived from inverse
filtering. The dgorithm combines two known partial solutions of
an AR and an MA analysis in an iterative way. The dgorithm is
explained in [4]. The order of the ARMA identificaion
corresponcs to the order of the transfer function o the tube
system. After the pole zeo estimation the polynomias Q and P
can be obtained from the estimated coefficients by . The estimated
zeros affed the poles of the system which can be seen from T, .

The remaining coefficients are estimated by inverse filtering.
3.2 Estimation of the Poles by InverseFiltering

The mncatenation d the scatering transfer matrices T, and T,

can beinterpreted as asigna flow graph which isthe basis for the
process of inverse filtering in the time domain. The inverse
branched tube filter can be split into a purely rearsive and
norreaursive part. The purely reaursive part of the filter is the
term B =(Q+P)™ in T, which is known by the previous
estimation d the zeos. The fador p, of B can beignored in

this case. So the purely reaursive part of the inverse filter cen be
separated in a first step. This can be redized in the frequency
domain with an inverse DFT yielding the signal

X =IDFT(X (B'™) 3)
from the analyzed signal x . The norreaursive part of the inverse
filter is described by the sedions T, andthe sedion T} whichis

depicted in fig. 3. For the inverse filter the matrices combine the
quantities of the upper and lower path and X by:
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The output of the norreaursive part of the inverse filter is xy and
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the input is given byx; which is the signak’ . For the parameter
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Figure 3: Flow graph ofnonrecursive part of inverse filtering.

estimation the problem is to determine the parameters in a way,
that the power of the output signal x; isaminimum. In contrast
to the Burg-method and related methods the output power shoud
not be minimized after ead sedion. Therefore eab coefficient is
estimated by minimizing the power of the output xy , while the
other coefficients are fixed. Only the sedions behind the estimated



sedion T, or T, affed the output power. So the two inpu
signas x*, and x_, of the estimated sedion shoud be filtered
with resped to the minimal power of the output x;, . The aiterion

for the minimum is:
UZD UZD
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O o op,

This approach is discussed in [5] for unbranched tube models.
The parameters, and p, have to be treated separately.

0, =0 (4)

3.2.1 Estimation of Reflection Coefficients
r, is the variable for the minimizaion (4), which results in the

estimated reflection coefficient
f = -(uF ey R 17 ) /
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Expeded values E[x] are replaced by time averages X. u*?(n)
and1#(n) are the filtered signals¢", and x_, behindT,

u'?(n) = £ (n) Ox.,(n) , 1M (n) = P (n) OX_y(n-1).
The finite impulse resporses f'#(n) are determined by the

coefficients of polynomials and can be derived from the matrix
F, which describes the tube sedions between the output of the

inverse filter and the estimated section
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3.2.2 Estimation of Parameters of the Three Port Adaptor

(6)

The two parameters p, of sedion T, have to fulfill the aiterion

(4). If the output signal of the inverse filter is decomposed like
Xy =0+p, [0 +p, [0,

then for thep, we obtain the following formulas:

ﬁ1=—0|]bl+p2 Dozmll ﬁ2=-0m2+p1 Uo, [0, .o
0, [0, 0, [0,

The signals o0,0,,0,can be cdculated from the polynomias

Q, P and polynomial matrix elemen& 2 in (6) with

o =uy -l +1Z -ug, 0, =g +uy +15 + U,

0=-Uy —lg =I5 +Ig' +up + 172 —u? +ug,

and

ug” (n) = q(n) Of g% (n) Oxy (n)

I (n) = q(n) Ofa%(n) Ox, (-1,

up” (n) = p(n) Of & (n) O, ()

157 (n) = p(n) O,y 24(n) Oxy (n-1) .

g(n) and p(n) are determined by the polynomial coefficients

Q= Zq(k) x* and P= Z p(k) ™~ .

3.2.3 lterative Procedure
f, and P, by (5) and (7) are the optimal parameters on condtion

that the other coefficients are given. Sinceno priori informationis
avail able, the dgorithm starts with al parameters r; equal to zero

and p, equal to 2/3 representing a “neutra position”. Then the

parameters are estimated ore dter the other by equations (5) and
(7) from r tll r,,p,,p, and r,,, till r, completing one

iteration o the dgorithm. Since the solution d one parameter
depends on the other parameters, the next iteration improves the
estimate because the f, and p, of the last iteration are used for

the cdculation d F, in the next iteration. The vaues of the

estimated parameters are restricted by physicd constraints, to
guarantee positive @oss ®dion areas. The tube termination as
well asthe length of the tubes have to be set before the dgorithm
starts.

3.3 Analysisof Periodic Signals

A single period is anayzed on the assumption that the signal
values outside of the analysis sgment are determined by periodic
continuation. On this assumption atime delay transforms a period,
represented as a vectar of length N

(%% X1, X%y)T iNtO (G AP S ) 1

so that no signal values get lost by processng. By this definition
of the time delay the estimation agorithm is independent of the
phase of the analyzed signal to a great extent.

4 ANALYSISOF SPEECH SOUNDS

Signals from prescribed branched tube systems have been
analyzed to test whether the dgorithm is able to read the optimal
solution. The aalysis of these test signas ows, that the
agorithm converges close to the optimal solution after severa
iterations.

For speed signas the influence of the excitation and radiation o
voiced speed is sparated from the vocd and resal trad by an
adaptive preemphasis. This is caried ou by a repeaed Burg
method d first order. For the analysis of voiced speed signals it
shoud be mnsidered, that adjacent periods differ dightly and also
the results of the analysis. To avoid this effed, few periods are
averaged in the spectral domain to produce a single segment.

4.1 Analysisof Nasals

The sampling rate of the analyzed nasal /n/ is 16 kHz. Figure 4
shows the estimated magnitude responses in comparison with the
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Figure 4: Analysis of /n/ withpreemphasis: Estimated magnitude
response after 50 iterations (top solid line), DFT of analyzed
speech signal (dashed-dotted line), estimated zeros of the model
(bottom dashed line).



spedrum of the analyzed nesal /n/ prefiltered by an adaptive
preamphasis. Furthermorein fig. 4 the contribution o the zeos is
plotted. The number of tubes are dhosen correspondng to the
acdual trad lengths. Hence the nasal trad consists of 13 tubes and
the pharynx has 8 tubes. For the mouth cavity 5 tubes are provided
for the nasal /n/. The termination at the nostrils has the value -0.9.

4.2 Analysisof Nasalized Vowels

The nasalized vowels/a/ and/ i / with a sampling rate of 16 kHz
are analyzed. In the ca&e of nasalized vowels [6] the side branch
represents the influence of the nasa trad in comparison to the
analysis of nasals. The termination at the lips has the value -0.9.
The estimated magnitude responses are shown in figures 5 and 6
The estimated vocal tract areas of tiasalized &/ are depicted
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Figure5: Analysis of nasalized &/ with preemphasis: Estimated
magnitude response after 50 iterations (top solid line), DFT of
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Figure 7: Estimated vocd trad aress from the nasalized vowel
/al. At the left side the lips are located.
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Figure 8: Estimated areas of the side branch respectively the nasal
tract. At the left side the velum is located. Forithsalized

analyzed speech signal (dashed-dotted line), estimated zeros of thevowels /a/ (top) and / / (bottom).

model (bottom dashed line).
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Figure 6: Analysis of nasalized I / with preemphasis: Estimated
magnitude response after 50 iterations (top solid line), DFT of

5 CONCLUSION

The proposed estimation algorithm has been applied to nasals and
nasali zed vowels. Examples of analyzed speed signals show that
the speet spedra ae modeled by the magnitude resporses of the
estimated branched tube systems very well. The shape of the
estimated vocal tract areas is reasonable.
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