1. ABSTRACT

In this paper, we address the problem of estimating the instantaneous frequency (IF) of an FM modulated signal in the presence of multiplicative and additive noise processes. In particular, we consider the estimation of the IF of the received signal at the mobile unit antenna. We show that the existing non-parametric methods based on the Wigner-Ville spectrum (WVS) fail to extract the desired signal. Instead, the first moment of the Wigner-Ville distribution (WVD) of the signal can be used to estimate the IF of the signal under consideration. The estimator is unbiased and analytical expressions for the variance of the estimator in the absence and presence of additive noise are given.

2. INTRODUCTION

In many applications such as sonar, radar, and telecommunications, the instantaneous frequency (IF) carries the useful information [1, 2]. It is, therefore of great importance to have accurate and effective IF estimation methods. Most of the existing IF estimation techniques assume that the signal under consideration has a constant amplitude. While this is an acceptable assumption in many cases, in some situations the signal is subjected to a random amplitude modulation which can be modelled as multiplicative noise. One of such situations is fading in wireless communication systems where the information bearing signals are faded by the time-varying propagation medium [3, chapter 6].

Existing methods for estimating the IF of a given signal in the presence of multiplicative noise can be classified into two classes. The first class consists of parametric methods which use a model for the IF of the signal and try to estimate the parameters of the model [4, 5]. The second class consists of non-parametric methods which do not require the full knowledge of the signal. A well-known subclass of non-parametric methods for IF estimation, is based on the time-frequency distribution (TFD) of the signal [1].

In [6, 7, 8, 9] the peak of the Wigner-Ville spectrum (WVS) is proposed as an estimator for the IF of frequency modulated signals in the presence of multiplicative noise. Although the estimators based on the time-frequency spectrum are useful in some applications, we show that they fail to estimate the IF of the received signal at the mobile unit antenna. Instead, in this paper, we propose another non-parametric estimator based on the first-order moment of the Wigner-Ville distribution (WVD) of the signal. Statistical performance of the estimator is evaluated in the presence of additive and multiplicative noise.

The remainder of this paper is organised as follows. Section 3 describes the model of the signal received by the mobile unit antenna. In section 4, the IF estimator based on the WVS of the signal is reviewed briefly. We show that this estimator would have a significant error in estimating the IF of the received signal by the mobile unit. In section 5, we show that the first-order moment of the Wigner-Ville distribution (WVD) of the received signal can extract the desired signal. Expressions for the variance of the WVD-based estimator are given in section 6. Section 7 concludes the paper.

3. SIGNAL MODEL

The received signal at the mobile unit antenna can be modelled as an FM modulated signal with time-varying amplitude as [3, page: 272]

\[ y(t) = m(t)x(t) + n(t) \]  

(1)

where \( m(t) \) is the result of a constructive and destructive superposition of plane waves at the receiver input, referred to as multi-path component, \( n(t) \) represents the additive bandpass Gaussian noise centred at the carrier frequency, \( f_c \), with two-sided power spectral density (PSD) \( S_m(f) = \).
\[ x(t) = \exp\{j2\pi(f_c t + f_\Delta \int_0^t s(\tau) d\tau)\}. \quad (2) \]

In (2), \( f_\Delta \) is the frequency deviation, and \( s(t) \) is the actual message. The multi-path component, \( m(t) \), can also be written as [3, page: 241]

\[ m(t) = r(t) \exp\{j\psi_r(t)\} \quad (3) \]

where \( r(t) \) is Rayleigh distributed, and \( \psi_r(t) \) is uniformly distributed over \([0, 2\pi]\). The aim is to recover the message signal \( s(t) \), given one realisation of the received signal \( y(t) \).

The IF of the signal \( x(t) \) is given by [10]

\[ f_{i,x}(t) = f_c + f_\Delta s(t). \quad (4) \]

Since the message signal is clearly in the IF of the signal \( x(t) \), to be able to recover the message signal \( s(t) \) from the received signal \( y(t) \), we need to solve the problem of estimating the IF of the signal \( x(t) \) in the presence of additive and multiplicative noise. In the next section, we review the currently existing solution to this problem, which is based on the WVS.

### 4. WVS-BASED IF ESTIMATOR

The WVS of an analytic signal \( z(t) \) is defined as [1]

\[ W_z(t, f) = E\{Z_z(t, f)\} \quad (5) \]

where \( E\{\} \) stands for the expectation operator and \( W_z(t, f) \) is the WVD of \( z(t) \) which is defined as

\[ W_z(t, f) = \int_{-\infty}^{\infty} z(t + \frac{\tau}{2}) z^*(t - \frac{\tau}{2}) e^{-j2\pi ft} d\tau. \quad (6) \]

It follows that for a non-stationary random signal \( z(t) \) which is the product of a complex-valued stationary random process \( a(t) \) multiplied by a deterministic non-stationary signal \( h(t) \), namely,

\[ z(t) = a(t) h(t) \quad (7) \]

the WVS is given by

\[ W_z(t, f) = S_{aa}(f) *_f W_h(t, f) \quad (8) \]

where \( S_{aa}(f) \) is the PSD of \( a(t) \), and * stands for the convolution operator with respect to \( f \). It has been shown that the peak of the \( W_z(t, f) \) is an optimal estimator for the IF when \( z(t) \) is a linear FM signal. In the case of polynomial phase signals, the use of the polynomial WVS has been shown to give optimal estimation of the IF [7, 11]. We show that this claim is true only when \( S_{aa}(f) \) has its maximum at \( f = 0 \). Suppose that the signal \( h(t) \) in (7) is a linear FM signal, \( h(t) = \exp\{j2\pi(\beta t + \alpha t^2/2)\} \). The IF of \( h(t) \) is given by [10]

\[ f_i(t) = \beta + \alpha t \quad (9) \]

and because \( W_h(t, f) = \delta(f - f_i(t)) \) (12), we obtain

\[ W_z(t, f) = S_{aa}(f - f_i(t)) \quad (10) \]

From (10), it is clear that \( W_z(t, f) \) has a peak along the IF of \( h(t) \), if and only if \( S_{aa}(f) \) has its maximum at \( f = 0 \). Otherwise the peak of the WVS cannot be used to estimate the IF of a linear FM signal.

Now consider the received signal at the mobile unit antenna. The PSD of the multiplicative noise \( m(t) \) in (3) is given by [3, page: 246]

\[ S_{mm}(f) = \frac{3f^2}{2\pi f_m^2 \sqrt{f_m^2 - f^2}} \quad (11) \]

where \( f_m = \frac{v}{\lambda} \) (where \( v \) is the velocity of the mobile unit and \( \lambda \) is the wavelength of the received signal) is the maximum Doppler frequency shift. The PSD of \( m(t) \) is shown in Fig. 1. Clearly, the maximum of \( S_{mm}(f) \) occurs at \( |f| = f_m \).

![Fig. 1. Power spectral density of the multiplicative noise \( m(t) \) in (1).](image)

It follows that, even in the absence of additive noise, the peak of the WVS can not be used to recover the message signal \( s(t) \) from the received signal \( y(t) \).

### 5. WVD-BASED IF ESTIMATOR

The first-order moment of the WVD of the signal \( z(t) \) is defined as [11]

\[ \Omega_z(t) = \frac{\int_{-\infty}^{\infty} W_z(t, f) df}{\int_{-\infty}^{\infty} W_z(t, f) df}. \quad (12) \]
Based on the above definition, we can derive the first-order moment of the WVD of \( z(t) = a(t) \exp \{ j \phi(t) \} \) as [12]
\[
\Omega_z(t) = \frac{1}{2\pi} \dot{\phi}(t)
\]  \( (13) \)
which is exactly the IF of the signal \( \exp \{ j \phi(t) \} \). This suggests that the first-order moment of the WVD can be used to estimate the IF of a signal in the presence of multiplicative noise. In the next section, based on the first-order moment of the WVD of \( y(t) \) in (1), we propose an estimator for the message signal as
\[
\hat{s}(t) = \frac{\Omega_y(t) - f_c}{f_\Delta}
\]  \( (14) \)
and evaluate its performance in the absence and presence of additive white Gaussian noise (AWGN).

6. STATISTICAL PERFORMANCE EVALUATION

6.1. In the Absence of Additive Noise

In the absence of additive noise \( (n(t) \equiv 0) \), the first-order moment of the WVD of the received signal at the mobile unit is
\[
\Omega_y(t) = f_c + f_\Delta s(t) + \frac{1}{2\pi} \dot{\psi}_r(t) .
\]  \( (15) \)
The second term of eq. (15) is proportional to the message signal, but the third term is the IF of the multi-path component, \( m(t) \), which referred to as random FM. Therefore eq. (14) can be used to estimate the message signal \( s(t) \). The error in estimating \( s(t) \) using the estimator in (14) is
\[
e_1(t) = \frac{1}{2\pi f_\Delta} \dot{\psi}_r(t) .
\]  \( (16) \)
Lee [3, page: 254] has derived the probability density function of \( \dot{\psi}_r \) as
\[
p(\dot{\psi}_r) = \frac{1}{\sqrt{2\pi} \beta} \exp \left\{ -\frac{1}{2} \left( \frac{\dot{\psi}_r}{\beta \nu} \right)^2 \right\}
\]  \( (17) \)
where \( \beta = \frac{2\pi}{\gamma} \). It follows that the random FM signal \( \dot{\psi}_r(t) \) is zero mean and its power in a frequency band \( (f_1, f_2) \) is [3, page: 256]:
\[
E\{ \dot{\psi}_r^2(t) \} = \frac{(\beta \nu)^2}{2} \ln \frac{f_2}{f_1} .
\]  \( (18) \)
Using (16) and the fact that \( \dot{\psi}_r(t) \) is zero mean, we obtain
\[
E\{ e_1(t) \} = 0 .
\]  \( (19) \)
Therefore the estimator in (14) is unbiased and its variance is
\[
Var(\hat{s}(t)) = \frac{1}{4\pi^2 f_\Delta^2} E\{ \dot{\psi}_r^2(t) \} = \frac{1}{2} \left( \frac{f_m}{f_\Delta} \right)^2 \ln \frac{f_2}{f_1} .
\]  \( (20) \)
For typical values: \( f_c = 900 \text{ MHz}, f_1 = 300 \text{ Hz}, f_2 = 3000 \text{ Hz}, \) and \( f_\Delta = 18 \text{ KHz} \), the variance of the estimator as a function of the mobile unit velocity has been shown in Fig. 2.

![Fig. 2. Estimator variance as a function of the mobile unit velocity, in the absence of additive noise.](image)

When the mobile unit velocity is zero, the random FM component in (15) disappears and the variance of the estimator becomes zero. Since the power in random FM is proportional to \( \nu^2 \) (eq. (18)), the variance of the estimator increases as the mobile unit velocity increases.

6.2. In the Presence of AWGN

Using the envelope-phase description, \( n(t) \) in (1) can be written as
\[
n(t) = R_n(t) \exp\{ j2\pi (f_c t + \psi_n(t)) \} .
\]  \( (21) \)
Based on the results in [13, section 7.5], when the signal-to-noise ratio at the receiver input is more than a threshold level (10 dB), the first-order moment of \( W_y(t,f) \) in (1) can be written as
\[
\Omega_y(t) = f_c + f_\Delta s(t) + \frac{1}{2\pi} \dot{\psi}_r(t) + \xi(t)
\]  \( (22) \)
where \( \xi(t) \) contains both message and noise, with \( E\{ \xi(t) \} = 0 \) and the power [13, page: 278]
\[
E\{ \xi^2(t) \} = \frac{N_0}{65} (f_2^3 - f_1^3)
\]  \( (23) \)
in a frequency band \( (f_1, f_2) \), where \( S_x \) is the power of the signal \( x(t) \). On the other hand, in the presence of \( n(t) \), the error in estimating \( s(t) \) using (14) is
\[
e_2(t) = \frac{1}{2\pi f_\Delta} \dot{\psi}_r(t) + \frac{1}{f_\Delta} \xi(t) .
\]  \( (24) \)
Using the fact that both $\psi_r(t)$ and $\xi(t)$ are zero mean, we obtain

$$E\{e_2(t)\} = 0.$$  \hfill (25)

It follows that in the presence of AWGN the estimator in (14) is unbiased and its variance is

$$\text{Var}(\hat{\xi}(t)) = \frac{1}{2}(\frac{f_m}{f_\Delta})^2 \ln \frac{f_2}{f_1} + \frac{N_0}{6f_\Delta^2 S_x}(f_3 - f_2^3).$$ \hfill (26)

Fig. 3 shows the variance of the estimator as a function of the mobile unit velocity in the presence of AWGN with $(\frac{S}{N})_R = 10 \text{ dB}$. The values for $f_c, f_1, f_2,$ and $f_\Delta$ are the same as in Fig. 2.

![Graph showing variance of estimator vs. mobile unit velocity](image)

**Fig. 3.** Estimator variance as a function of the velocity of the mobile unit, in the presence of AWGN with $(\frac{S}{N})_R = 10 \text{ dB}$.

Since the contribution of the additive noise to the variance of the estimator is independent of the mobile unit velocity, Fig. 3 and 2 are the same except for a vertical shift.

### 7. CONCLUSION

This paper considered the estimation of the IF of the received signal at the mobile unit antenna using the first moment of the Wigner-Ville distribution (WVD) of the signal. This signal could be modelled as a frequency modulated signal affected by complex-valued multiplicative and additive noise. We showed that the estimator was unbiased and expressions for the variance of the estimator were derived.
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