
IMPROVED VECTOR QUANTIZATION FOR LOSSLESS
COMPRESSION OF AVIRIS IMAGES

Jarno Mielikäinen, Pekka Toivanen
Department of Information Technology,
Lappeenranta University of Technology,

P.O. Box 20, 53851 Lappeenranta, Finland
e-mail: mielikai@lut.fi, ptoivane@lut.fi

ABSTRACT

In this paper, we present a modification to the back end of
vector quantization (VQ), which improves the compression
ratio of the lossless compression of multispectral images. By
introducing a small change to the back end of VQ, the com-
pression ratio improve significantly. In our expreriments, im-
ages were compressed from the original image entropies of
between 10.73 and 11.55 bits/pixel to between 5.13 and 5.33
bits/pixel.

1 INTRODUCTION

Recently, several new methods for the lossless [7][8] and
lossy compression [1] of multispectral images have been pro-
posed. Application scientists should be able to get the essen-
tial information from the images. Therefore, it is important
to develop lossless compression methods.

Vector quantization (VQ) is a popular asymmetric tech-
nique also suitable for data compression [2][3][6][9]. While
VQ compression is normally computationally demand-
ing, decompression is a computationally inexpensive table
lookup process. The performance of the VQ techniques de-
pend largely on the quality of the codebook used in coding
the data. Although there exist several methods for generat-
ing a codebook [2] we used the most popular one known as
the Generalized Lloyd Algorithm (GLA) [5] that produces
a locally optimal codebook. Following vector quantization,
the reconstructed image is subtracted from the original image
in order to obtain a residual image. The difference between
consecutive bands in the residual image is calculated and a
difference image is formed. The residual image can be re-
constructed using the first band of the residual and all the
bands of the difference image.

This paper is organized as follows. In Section 2, the VQ
operation is reviewed. The experimental results and conclu-
sions are given in Sections 3 and 4, respectively.

2 METHODS

Figure 1 shows three stages of vector quantization. The first
step is the decomposition of the image into a set of vectors.
The second step is codebook generation. The last stage is
index selection.

For the codebook generation phase we used the GLA.
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Figure 1: The Vector Quantization Algorithm.

The codebook generation phase can be formally defined
as follows: given
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where 4 ��� � is the index of the closest code vector of the
input vector with index
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The GLA algorithm iteratively generates the codebook,
which is only a locally optimal solution to Eq. 1. Ini-
tially, the size of the codebook is one and its only codevec-
tor is set to the arithmetic mean of all the input vectors, �>��?� �@��	�������	 � � . At every iteration step, A , the size of the
codebook is doubled by duplicating all the codebook vectors
and adding a small perturbance, BDC�E � , to the duplicates.
For every input vector ��� , the nearest code vector, �5� , under
distance metrics, .

� ��	��(� is determined. Then, each code vec-
tor, � � , is a assigned the arithmetic mean of all input vectors,� � , the closest code vector of which is � � . If there exists a
codebook vector, � � , that is not the nearest to any input vec-
tor, � � , the codebook vector is reassigned in such a way that
the unused codebook vector is moved to the neighborhood of
often used codebook vector. The codebook error,

'GF � ��	��(� ,
during the iteration, H , is calculated. If the relative error of
the codebook errors between two iterations,
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is smaller than a given tolarance, the local optimum for a
codebook of size O�P has been found.

In the index selection phase, for each input vector, � � , the
closest code vector in the codebook, � � , is found and an im-
age containing the indices formed.

In order to form a difference image, the difference between
consecutive bands in the residual image is calculated:

. � ��Q � L � :DQ � 	 (4)

where i is the band number, and Q�� the value of band i.
The residual image can be reconstructed using the first

band of the residual image and all the bands of the difference
image:

Q � �RQ � L � : . � � (5)

The first band’s residuals and other bands’ differences are
entropy coded, one band at a time. Also both the index and
codebook values are separately entropy coded, which means
that 226 separate entropy coders are used. The frequency
tables, that are used by entropy coders are grouped into one
data set and are entropy coded by an 8-bit entropy coder.

3 EXPERIMENTAL RESULTS

The data used in this research consisted of AVIRIS images
from the Jasper Ridge and Moffet Field [10], shown in fig-
ures 2 and 3. The images had 608 columns and 512 in the
spatial dimension, and each pixel consisted of 224 bands,
ranging from 369 nm to 2504 nm with a resolution of 9 nm
in the spectral dimension.

(a) (b)
(c) (d)

Figure 2: (a)-(b) Bands 80-81 of the Jasper Ridge no. 1,
(c)-(d) Bands 30-31 of the Moffet Field no. 1.

(a) (b)
(c) (d)

Figure 3: (a)-(b) Band 80 of the Jasper Ridge no. 2 and 3,
(c)-(d) Band 30 of the Moffet Field no. 2 and 3.

The results in Table 1 contain both the entropies after the
different phases and the final compression ratio calculated as
a ratio between the sizes of the files containing the original
image and the coded data.

The entropy is defined as
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where V
�?X � � is the probability of the occurrence of symbolX � and

T
is the input vector with values

X � .
The second column’s original entropy (OE) is the entropy

of the uncompressed image. The effect of VQ can be ac-
counted for by the entropy of the vector quantized data,
which is presented in the third column (VQ entropy). The
lower the entropy, the better the decorrelation. The fourth
column’s final entropy (FE) is defined as :
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where CR is the compression ratio.
The compression ratio (CR) is calculated by dividing the

size of the original image by the size of the compressed file.
The last column’s entropy ratio (ER) refers to the ratio be-
tween the entropy of the original image and the final entropy.
This ratio describes how well the method can reduce the en-
tropy of the original image.

Using the best parameters values, a vector length of 224
and a codebook size of 4096, four Jasper images as well
as three Moffet Field images were compressed. The results
from the experiments can be found in Table 1.

4 CONCLUSIONS

The comparison of our results with the results from litera-
ture is not straightforward, since different images have been
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Table 1: The Results from Jasper Ridge and Moffet Field
Images.

image OE VQ entropy FE CR ER
jasper 1 11.19 6.60 5.17 3.09 2.16
jasper 2 11.20 6.34 5.09 3.12 2.20
jasper 3 11.19 6.38 5.16 3.10 2.17
jasper 4 11.27 6.46 5.20 3.08 2.17
moffet 1 11.55 6.58 5.33 3.00 2.17
moffet 2 11.09 6.44 5.25 3.05 2.11
moffet 3 10.73 6.11 5.15 3.13 2.08

used. A comprehensive set of AVIRIS images were com-
pressed in [8]. We used similar images but newer versions.
Table 2 shows some results that we have collected from [8].
Unfortunately, the actual compression ratios were not calcu-
lated in [8]. Based on the comparison of the entropies, our
new method seems to give better results: the entropy ratio
is between 22 and 29 percent higher with our method. We
also compared the results to Kaarna’s method [4] (ER-K) and
our earlier method [6] (ER-M) in Table 3 which lists the en-
tropy ratios for both methods. Both of these research projects
used exactly the same images which makes their use for com-
parison more meaningful. Entropy ratio with our method is
between 9 and 14 percent higher than the ones in Table 3.
By introducing a small change to the back end of VQ, we
were able to improve the compression ratio significantly. The
method works because there exists a correlation between the
bands in the residual image. In the difference image, there is
small but sufficiently significant difference in the frequencies
of values at different bands, which can be exploited by using
several entropy coders. The VQ is an asymmetric compres-
sion method; therefore, this technique is well suited to ap-
plications where decompression is more frequent than com-
pression.

Table 2: The Results from [8].
image orig. entropy final entropy entropy ratio
jasper 9.79 5.73 1.71
moffet 9.64 5.63 1.71

Table 3: The Results from [4] and [6].
image orig. entropy ER-K ER-M
jasper 1 11.19 1.99 1.90
moffet 1 11.55 2.01 1.93
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