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\textbf{ABSTRACT}  

This paper addresses the problem of robust classification  
of mixture densities by using an entropic-graph information divergence estimate; this provides a means to robustly estimate I-divergence without using any explicit probability density function estimation procedure. We previously applied entropic-graph methods to clustering and classification for mixture densities having uniform contamination density. This paper describes an extension of our previous methods to mixture densities with arbitrary contamination density. Under the assumption that at least one of the pdf’s can be estimated from a training sample, a binary hypothesis test is proposed for testing whether an independent target sample has identical distribution as the training sample. This test is based on thresholding an entropic-graph I-divergence estimate constructed from the Minimal Spanning Tree (MST) spanning the target sample on a transformed data space.

1 Introduction

The problem of estimating the I-divergence arises in a very large class of density classification problems for clustering and pattern recognition [1, 2]. In these problems one applies a threshold test to an estimate of $I_p(f, g)$ in order to decide whether $f$ is equal to $g$. I-divergence estimation also arises in image registration where the I-divergence can be directly related to mutual information between two images $f$ and $g$ [3, 4]. For an overview of entropy and I-divergence estimation applications the reader can refer to [5] and [1]. In this paper we present a methodology for robust estimation of $I_p(f, g)$ for unknown $f$ and $g$ where $g$ is an arbitrary dominating density. It is assumed that an independent identically distributed (i.i.d.) training sample from $g$ is available. The proposed divergence estimator performs a non-linear transformation on the data sample $X_n$, producing a transformed data sample $\gamma_n$, and constructs a graph, called the $k$-minimal spanning tree ($k$-MST), on a minimal $k$-point subset $\gamma_{n,k}$ of the transformed data. Here $k$ plays the same role as the parameter $\alpha$ in the $\alpha$-trimmed mean estimator of the ensemble mean of a sample: when there are outliers $k$ can be selected to ensure outlier resistance. The log length of the $k$-MST gives an estimator of the Rényi information divergence.

As contrasted with density plug-in techniques, graph-based entropy estimators enjoy the following properties: they can have faster asymptotic convergence rates, especially for non-smooth densities and for low dimensional feature spaces; they completely bypass the complication of choosing and fine tuning parameters such as histogram bin size, density kernel width, complexity, and adaptation speed; the $\alpha$ parameter in the $\alpha$-entropy function is varied by varying the interpoint distance measure used to compute the weight of the minimal graph. On the other hand, the need for combinatorial optimization is a bottleneck for large numbers of feature samples. This has motivated the development of greedy minimal graph approximations that preserve advantages such as robustness against outliers [6, 7]. This paper presents an extension of [7] to the case of unknown outlier densities.

After recalling basic definitions and properties of minimal graphs in Section 2, the I-divergence estimation problem is developed in Section 3. Finally, an application of robust classification and mixture detection is presented, and ROC curves are presented which illustrate the effectiveness of our approach.

2 MST and $k$-MST based entropy estimators

Let $X_n = \{x_1, x_2, \ldots, x_n\}$ denote a sample of i.i.d. data points in $\mathbb{R}^d$ having unknown Lebesgue multivariate density $f(x_i)$ supported on $[0, 1]^d$.

A spanning tree $T$ through the sample $X_n$ is a connected acyclic graph which passes through all the $n$ points $\{x_i\}_i$ in the sample. $T$ is specified by an ordered list of edge (Euclidean) lengths $e_{ij}$ connecting certain pairs $(x_i, x_j)$, $i \neq j$, along with a list of edge adjacency relations. The power weighted length of the tree $T$ is the sum of all edge lengths raised to a power $\gamma \in (0, d)$, denoted by: $\sum_{e \in T} |e|^\gamma$. The minimal spanning tree (MST)
is the tree which has the minimal length

\[ L(X_n) = \min_{T} \sum_{e \in T} |e|^\gamma \]

For any subset \( X_{n,k} \) of \( k \) points in \( X_n \) define \( T_{X_{n,k}} \) the \( k \)-point MST which spans \( X_{n,k} \). The \( k \)-MST is defined as that \( k \)-point MST which has minimum length. Thus the \( k \)-MST spans a subset \( X_{n,k}^* \) defined by

\[ L(X_{n,k}^*) = \min_{X_{n,k}} L(X_{n,k}) \]

The planar \( k \)-MST problem was shown to be NP-complete in [8]. Ravi et al proposed a greedy polytime algorithm for the planar \( k \)-MST problem with approximation ratio \( O(k^4) \).

Let \( \nu \in (0,1) \) be defined by \( \nu = (d-\gamma)/d \) and define the statistic

\[ \hat{H}_\nu(X_{n,k}^*) = \frac{1}{1-\nu} \ln \left( n^{-\nu} L(X_{n,k}^*) \right) + \beta_{\nu,d} \]  

where \( \beta_{\nu,d} \) is a constant equal to the Rényi entropy of parameter \( \nu \)

\[ H_\nu(f) = \frac{1}{1-\nu} \ln \int f^\nu(x)dx \]  

for \( f(x) \) equals the uniform density on \([0,1]^d\). In [9] Hero and Michel presented a \( d \)-dimensional extension of the planar \( k \)-MST approximation of Ravi et al, called the greedy \( k \)-MST approximation. In that paper we proved that when \( k = \alpha n \), \( \alpha \in [0,1] \), and the length \( L(X_{n,k}^*) \) of this approximation is substituted into (1) one obtains a strongly consistent and robust estimator of the Rényi entropy (2):

\[ \hat{H}_\nu(X_{n,k}^*) \rightarrow \min_{A \in P(A) \geq \alpha} \frac{1}{1-\nu} \ln \int_A f^\nu(x)dx \quad \text{(a.s.)} \]

where the minimization is performed over all \( d \)-dimensional Borel subsets of \([0,1]^d\) having probability \( P(A) = \int_A f(x)dx \geq \alpha \). This result was used in [10] to specify robust estimators of Rényi entropy which perform outlier rejection for the case that \( f \) is a mixture density of the form

\[ f = (1-\varepsilon)g + \varepsilon h \]

where \( \varepsilon \in [0,1] \), \( g \) is the uniform probability density function (pdf) over \([0,1]^d\), \( f, h \) are pdf's.

3 Extension: I-Divergence Estimation

Let \( g(x) \) be a reference density on \( \mathbb{R}^d \) which dominates the density \( f(x) \) of a sample point \( x = [x^1, \ldots, x^d]^T \) in the sense that for all \( x \) such that \( g(x) = 0 \) we have \( f(x) = 0 \). A related quantity is the \( \alpha \)-divergence between two feature densities \( f \) and \( g \) of order \( \alpha \in (0,1) \)

\[ D_\alpha(f||g) = \frac{1}{\alpha-1} \ln \int f^\alpha(z)g^{1-\alpha}(z)dz. \]

\( D_\alpha(f||g) \) is a measure of similarity or closeness of \( f \) and \( g \) in the sense that \( D_\alpha(f||g) \geq 0 \) with equality iff \( f = g \) almost everywhere (a.e.). When \( \alpha \rightarrow 1 \) the \( \alpha \)-divergence converges to the Kullback-Leibler divergence

\[ KL(f||g) = \int g(z) \ln \frac{g(z)}{f(z)}dz \]

On the other hand, \( D_{\frac{1}{2}}(f||g) \) is the Hellinger affinity between \( f \) and \( g \) [12].

For any \( x \) such that \( g(x) > 0 \) let \( \hat{g}(x) \) have the product representation

\[ g(x) = g(x^1)g(x^2|x^1) \cdots g(x^d|x^{d-1}, \ldots, x^1) \]

where \( g(x^k|x^{k-1}, \ldots, x^1) \) denotes the conditional density associated with \( g(x) \) of the \( k \)-th component. In what follows we will ignore the set \( \{ x : g(x) = 0 \} \) since, as \( f(x) = 0 \) over this set, it has probability zero. Now consider generating the vector \( y = [y^1, \ldots, y^d]^T \in \mathbb{R}^d \) by the following vector transformation

\[ \begin{align*}
  y^1 &= G(x^1) \\
  y^2 &= G(x^2|x^1) \\
  \vdots \\
  y^d &= G(x^d|x^{d-1}, \ldots, x^1)
\end{align*} \tag{5} \]

where

\[ G(x^k|x^{k-1}, \ldots, x^1) = \int_{-\infty}^{x^k} g(\bar{x}^k|x^{k-1}, \ldots, x^1)d\bar{x}^k \]

is the cumulative conditional distribution of the \( k \)-th component, which is monotone increasing except on the zero probability set \( \{ x : g(x) = 0 \} \). Thus, except for this probability zero set, the conditional distribution has an inverse

\[ x^k = G^{-1}(y^k|x^{k-1}, \ldots, x^1) = G^{-1}(y^k|y^{k-1}, \ldots, y^1) \]

and it can be shown (via the standard Jacobian formula for transformation of variables) that the induced joint density, \( h(y) \), of the vector \( y \) takes the form:

\[ h(y) = \frac{f(G^{-1}(y^1), \ldots, G^{-1}(y^d|y^{d-1}, \ldots, y^1))}{g(G^{-1}(y^1), \ldots, G^{-1}(y^d|y^{d-1}, \ldots, y^1))} \] \tag{6}

Let \( L(Y_{n,k}^*) \) denote the length of the greedy approximation to the \( k \)-MST constructed on the transformed random variables \( y \), where \( Y_{n,k}^* \) is the set of \( k \) points spanned by this \( k \)-MST approximation. Then, from the results of [9] cited in the previous section, we know that

\[ \hat{H}_\nu(Y_{n,k}^*) \rightarrow \frac{1}{1-\nu} \ln \int h^\nu(y)dy \quad \text{(a.s.)} \] \tag{7}

Making the inverse transformation \( y \rightarrow x \) specified by (5) in the above integral, noting that, by the Jacobian
We investigated both exact uniformizing transformations and approximated transformations formed from estimates of the one dimensional component density functions. The transformed sample is essentially uniform both for the exact and the estimated transformations. Therefore, as \( n \to \infty \) it is expected that \( L(Y_n)/n^\alpha \) will converge to \( \beta_{0,d} \) and the estimated divergence (8) will converge to zero as desired.

The results of [9] can thus be easily be extended to classification against any arbitrary distribution \( g \), and not just the uniform distribution studied in [10]. In many practical problems occasional spurious feature vectors may appear due to noise, false alarms, or small unimportant shifts and deformations during the image formation process. In such situations we are interested in robust entropy or divergence estimators which are resistant to these spurious outliers. This problem is related to robust clustering for which it is common to adopt a finite mixture model to capture the incidence of points arising from different distributions [13].

### 4 Application: Robust clustering and classification

Here we apply the k-MST to robustly cluster and classify a triangular vs. uniform density. 256 samples were simulated from a uniform-triangular mixture density 3 where \( g = 1 \) is a uniform density and \( h \) is the separable triangular shaped product density, introduced in the previous section, both supported on the unit square. Note that, unlike in the usual situation, the “outlier” distribution \( h \) has lower entropy than the target distribution \( g \) which makes the problem of clustering the realizations from \( g \) more challenging [14].

The \( \alpha \)-divergence \( D_\alpha(f,h) \) was estimated by \( \hat{H}_\alpha(Y_n) \) for \( \alpha = \frac{1}{2} (\gamma = 1) \) using the MST estimator. \( Y_n \) was obtained by applying the “uniformizing” coordinate transformation to \( X_n \) derived in the preceding section. In this sequence of experiments the estimate \( \hat{H}_\alpha(Y_n) \) was thresholded to decide between the hypotheses \( H_0 : \varepsilon = 0 \) vs. \( H_1 : \varepsilon \neq 0 \). Simulations were performed to generate the receiver operating characteristic (ROC) curves indicated in Figures 2 for various values of \( \varepsilon \), over the range \( \varepsilon \in \{0.1, 0.3, 0.5, 0.7, 0.9\} \).

The first plot (upper-left) gives the ROC curve obtained under the assumption that the analytical expression of the density function \( h \) is known, and is namely a triangular separable 2D distribution over [0,1]². Thus, the “uniformization” applied on \( X_n \) is exact. The other ROC curves were obtained for a priori unknown -but separable- distribution \( h \), and with the hypothesis that a set of realizations with \( h \) alone is available (i.e. one can observe the case \( \varepsilon = 1 \)). For each experiment a set of 100 tests is performed, and an observation of a set of \( N = 256 \) realizations of a process with pdf \( h \) is used to construct the uniformization function from its observed cdf. Note that, as expected, in each case the detection
performance improves as the difference, indexed by $\epsilon$, between the assumed $H_0$ and $H_1$ densities increases.

In a second sequence of experiments we selected two realizations of the triangular-uniform mixture model for the value $\epsilon = 0.1$. The $k$-MST procedure ($k = 90$) was implemented on $\mathcal{V}_n$ as a robust algorithm to cluster data points from the uniform density. The cluster of points are defined as those points connected by the $k$-MST graph. The $k$-MST length can thus be used as a robust estimate $\hat{H}_n(\mathcal{V}_n,k)$ of the uncontaminated divergence $D_{\alpha}(g,h)$. Figure 3 illustrates the effectiveness of this clustering method: within the cluster defined by the vertices of the $k$-MST the proportion of contaminating points from $h$ has dropped from the original 10% to less than 4%.

5 Conclusion

A new approach to the $\alpha$-divergence based mixture detection problem has been proposed. One of its most attractive feature is that it does not require any density estimates, at least when a training sample of the contamination density is available and when this multivariate density has independent components. For the case of more general non-separable contamination densities we are currently investigating a whitening procedure which is applied on the training data as a preprocessing step.
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