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ABSTRACT

In this work, we apply 3D motion estimation to the
problem of motion compensation for video coding. We
model the video sequence as the perspective projection
of a collection of rigid bodies which undergo a roto-
translational motion. Motion compensation of the se-
quence frames can be performed once the shape of the
objects and the motion parameters are determined. The
motion equations of a rigid body can be formulated as
a non linear dynamic system whose state is represented
by the motion parameters and by the scaled depths of
the object feature points. An extended Kalman �lter is
then used to estimate both the motion and the object
shape parameters simultaneously. We found that the
inclusion of the shape parameters in the estimation pro-
cedure is essential for reliable motion estimation. Our
experiments show that the proposed approach gives the
following advantages: the �lter gives more reliable esti-
mates in the presence of measurement noise in compar-
ison with other motion estimators that separately com-
pute motion and structure; the �lter can e�ectively track
abrupt motion changes; the structure imposed by the
model implies that the reconstructed motion is very nat-
ural as opposed to more common block-based schemes;
the parametrization of the model allows for a very e�-
cient coding of motion information.

1 INTRODUCTON

Object oriented coding is a promising technique to code
video sequences at very low bit rates [1, 2]. According
to this concept, each object of an image is described
by three sets of parameters de�ning its motion, shape
and surface color. In a typical framework, the input
sequence is �rst analyzed and each region is classi�ed
according to several classes.
In this work we propose an object oriented coder for

head and shoulder video sequences. In our scheme, the
image sequence is subdivided into three regions cor-
responding to the head, the neck and shoulders, and
the background. These regions are modeled as projec-
tions of 3D rigid objects onto the camera image plane.
Model failure regions are associated with the eyes and

the mouth, that are coded and treated di�erently. The
main contribution of this work is the adaptation of the
recursive 3D motion estimator proposed in [4] to the
framework of a complete video coding scheme. The pro-
posed approach results to be e�cient both because the
reconstructed motion appears to be very natural and
because it allows for e�ective coding of motion informa-
tion. The visual quality of the reconstructed sequences
is indeed superior to that obtained with standard coders
like H.263 at comparable bit rates.

2 MOTION ESTIMATION PROCEDURE

In this work, the video sequence is modeled as the per-
spective projection of rigid bodies which move in a 3D
space. In particular, we focus our attention on video
conference sequences which typically show the head and
the shoulders of the speaker and a �xed background.

In the present implementation of the coder, we ac-
tually consider only three regions, corresponding to the
head and the neck and shoulders, while the background
is replicated from one image to the other. Those parts
of the scene, like the mouth and the eyes, which do not
comply with the rigid body model, are considered as
model failure objects and coded apart.

The system is initialized by coding the �rst frame of
the sequence in intra frame mode, using the scheme of
[5]. The video coding algorithm estimates the three-

dimensional motion and structure [4] of the rigid ob-
jects, and the scene is reconstructed at the decoder by
mapping the texture of the �rst image onto the succes-
sive frames. This is done by taking into account object
shape descriptions and motion information, as explained
in the next sections.

2.1 Recursive motion estimation

The �rst step of the procedure requires that the scene is
segmented into objects, namely, the static background,
the head of the speaker, and the neck and shoulders.
The segmentation is carried out using a standard region
growing technique, together with the rough motion in-
formation provided by standard block matching to sep-
arate the static background. The eyes and the mouth



are detected using the algorithm described in [6]. These
parts have to be treated as model failure regions, since
their 3D motion is not rigid, even at a �rst approxima-
tion. Fig. 1 shows a typical segmentation result.
In order to perform motion estimation, we follow an

approach which is usually considered in the computer vi-
sion literature. We extract a set of characteristic points
on each object, called features, establish a correspon-
dence between points in adjacent frames by matching
the features, and �nally compute the structure and mo-
tion parameters based on the feature matches. The fea-
ture points are selected within blocks with high lumi-
nance activity and their position is tracked using a cor-
relation algorithm. The correlation algorithm adopts a
9� 9 pixel window and half pixel accuracy.
In the following, we consider a cartesian reference sys-

tem centered at the pupil of the observer, with the Z

axis pointing forward and aligned with the optical axis.
The X and Y axes are parallel to the image plane and
form with Z a right handed reference.
Let Xi(t) = [Xi(t); Yi(t); Zi(t)]

T denote the coordi-
nates of the generic point i of a rigid body at time t.
The velocity of any point i of the rigid body can be rep-
resented by the sum of a translation velocity _XO(t) and
of a rotation velocity, namely

_Xi(t) = 
(t) ^Xi(t) + _XO(t); (1)

where 
(t) = [
X(t);
Y (t);
Z(t)]
T is the vector of the

angular velocities. Thus, six parameters are su�cient to
characterize the motion. The continuous time equation
(1) can be solved to derive a discrete time equation for
Xi(t), namely

Xi(t + 1) = R(t)Xi(t) +T(t): (2)

Let xi(t) denote the vector of the coordinates of point
i on the image plane at time t. The coordinates on
the image plane are related to the 3-D coordinates by
perspective projection. Assuming a focal length equal
to 1, we obtain

xi(t) =
Xi(t)

Zi(t)
=

2
4 Xi(t)=Zi(t)

Yi(t)=Zi(t)
1

3
5 : (3)

Using equation (2) one can easily derive:

xi(t+ 1) =
R(t)Zi(t)xi(t) + T(t)

r3(t)Zi(t)xi(t) + TZ(t)
; (4)

where r3(t) denotes the third row of matrix R(t) and
TZ(t) is the third component of vector T(t). Equation
(4) gives the position on the image plane of the projected
point i at time t+1 when one knows its position at time
t, the rotation matrix R(t), the translation vector T(t)
and the depth Zi(t).
As described above, a correlation procedure permits

to determine the projections onto the image plane of

a set points of the three-dimensional object. From the
measured feature coordinates xi(t) and xi(t+1) in suc-
cessive frames, it is indeed possible to compute the mo-
tion parameters R(t), T(t) and the three-dimensional
structure parameters Zi(t), up to a scale factor [4]. In
a practical environment, projections xi(t) and xi(t+ 1)
will be a�ected by observation noise and therefore the
measurement of parameters becomes a typical estima-
tion problem.
We de�ne by �Z(t) =

P
N

i=1 Zi(t)=N the average depth,

by si(t) = Zi(t)= �Z(t) the scaled depth and by ~T(t) =
T(t)= �Z(t) the scaled translation. Using these positions
and assuming a random walk model for 
(t) and ~T(t),
we obtain the system equations

8>>>>>>><
>>>>>>>:


(t + 1) = 
(t) + n
(t)

~T(t+ 1) =
~T(t)

r3�(t)�x(t)+ ~T3(t)
+ n ~T

(t)

si(t+ 1) =
r3�(t)si(t)xi(t)+ ~T3(t)

r3�(t)�x(t)+ ~T3(t)
+ nsi(t)P

N

i=1 si(t) = N

xi(t + 1) = R(t)si(t)xi(t)+
~T(t)

r3�(t)si(t)xi(t)+ ~T3(t)
+ nx(t)

(5)

where nsi(t) and nx(t) are model noises that may take
into account slow deformations of the object.
De�ning the system state by �(t) = [
(t)T ;

~T(t)T ; s1(t); : : : ; sN (t)]
T and observations by y(t) =

[x1(t)
T ; : : :xN (t)

T ; x1(t+1)T ; : : : ;xN (t+1)T ]T +w(t),
where w(t) is the observation noise, we may rewrite (5)
as �

�(t+ 1) = f(�(t);y(t)) + ~n(t)
h(�(t);y(t)�w(t)) = 0

(6)

where ~n(t) is a function of the noises in (5) and of w(t).
System (6) is non linear and implicit, therefore we can

estimate and predict its state by means of an Implicit
Extended Kalman Filter (IEKF) [7].

The state estimate �̂(tjt) can be used to predict the
feature positions at time t + 1 from their positions at
time t by means of equations (5). We remark that the
inclusion of the scaled depths si(t) in the �lter state
is essential to obtain reliable motion estimates in the
case of very noisy observations like those relative to real
video sequences [4].

2.2 Motion compensation

In the present implementation of the coder, the lumi-
nance of the pixel at position xi(t + 1) in the current
frame is taken to be equal to the luminance of the pixel
xi(t) in the frame at time t, except for the model failure
regions that are coded apart. This luminance prediction
does not take into account illumination or object re
ec-
tion properties, but is adequate for the application at
hand.
As a matter of fact, the scaled depths are estimated

by the Kalman �lter only for the feature points, while
the depth information is necessary to update the posi-
tion xi(t) of every pixel using (5). Our approach is to



suppose that the objects of the scene have smooth sur-
faces. As a consequence, the depth of a generic point is
approximated by means of a weighted sum of the depths
of neighbor feature points. In particular, to all the im-
age pixels that are not features, we assign a scaled depth
obtained as a weighted average of the estimates of the
scaled depths ŝi(tjt) of the feature points, namely

s(t) =

P
N

i=1wiŝi(tjt)P
N

i=1wi
: (7)

The weights were empirically set to wi = (jx � xij +
jy � yij)

�3 to take into account the distance between
the generic pixel coordinates (x; y) and the coordinates
(xi; yi) of feature i. In summary, to each pixel x(t) of
the segmented regions we apply equations (5) using the
corresponding motion parameters and estimated scaled
depth to calculate the pixel coordinates x(t + 1). The
luminance value of pixel x(t + 1) in model compliance
regions is set to the same luminance value of x(t). We as-
sume no motion in the background and the correspond-
ing pixels are simply replicated from time t to t+ 1.

3 RESULTS

The system is initialized by coding the �rst frame of
the sequence in intra frame mode, using the scheme of
[5]. The video coding algorithm estimates the three-
dimensional motion and structure of the rigid objects,
and the scene is reconstructed at the decoder by map-
ping the texture of the �rst image onto the successive
frames. This is done by taking into account object
shape descriptions and motion information. To avoid
error propagation in the motion estimation procedure,
we introduce a feedback scheme and use the feature po-
sitions relative to the decoded previous image. Of course,
when the error between the original and reconstructed
sequences becomes unacceptable, due to illumination or
abrupt scene changes, the process has to be reinitialized
by coding an intra image.
The estimated state is an e�cient way to code model

compliance objects. We use arithmetic coding to code
the innovation of the Kalman �lter, which gives su�-
cient information to reconstruct the motion parameters
at the decoder.
Model failure regions, corresponding to the mouth

and the eyes, are coded using an adaptation of the al-
gorithm of [5] capable of handling regions of arbitrary
shape.
We tested the proposed algorithm with the sequence

Miss America at 15 frames/s. Fig. 1 shows the result
of the segmentation and of the eye and mouth location
procedure on frame #110 of Miss America. The region
borders are approximated by a polygonal line, and coded
with 300 bits on average.
Within the head and the neck-and-shoulder regions,

we selected and tracked 27 and 13 features respectively.
In Table 1 the number of bits needed to code each object

are reported. We note that model compliance objects,
which need only motion information, are coded with a
small amount of bits in comparison with model failure
objects.

The overall resulting bit rate, including intra frames,
was about 30 kbit/s. There was an intra image approxi-
mately every 15 coded frames, and each intra image was
coded using about 12 kbits. Fig. 2 shows the original
frame #96 and the corresponding reconstructed frame,
while Fig. 3 shows the PSNR for the frames 60 to 140
of the reconstructed sequence \Miss America."

4 CONCLUSION

In this paper, we described the application of the recur-
sive 3D motion estimator proposed in [4] to the frame-
work of a complete video coding scheme. The proposed
video coder adopts a statistical based motion estima-
tion procedure. In particular, the video sequence is seg-
mented into regions that are modeled as the projections
of 3D moving objects onto the camera plane. An ex-
tended implicit Kalman �lter is used to estimate the
state of a dynamical system that includes object struc-
ture and motion parameters. The eyes and the mouth
are automatically detected and treated as model failure
regions. Besides the limited amount of information sent
to the decoder, the visual quality of the reconstructed
sequences is quite good, especially when compared to
block based coding systems.

Table 1: Average number of bits required to code each
object of a predicted frame.

object average # of bits

eyes and mouth 754
head 168.3

shoulders 82.4

total 1004.7
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Figure 1: Result of segmentation and eye{mouth location procedure for frame #110 of Miss America.

Figure 2: Original and reconstructed frame #96 of the test sequence Miss America.
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Figure 3: PSNR for the frames 60 to 140 of the recon-
structed sequence \Miss America."


