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ABSTRACT
A historical overview of optical information processing, em-
phasizing the in�uence of and interactions with signal pro-
cessing will be given. Analog optical signal processing,
holography, digital optical computing, optical interconnec-
tions and optoelectronic computers, and optical switching
systems are discussed. Optical and electronic devices and
interconnections are compared.

1. INTRODUCTION
Optics is the branch of physics dealing with phenomena in-
volving light. Light refers to electromagnetic radiation of
frequencies within or close to the band which humans can
sense. The term optical information processing can mean
two things: the processing of optical information, or, the op-
tical processing of information. (Naturally the two overlap
when we are concerned with optical processing of optical in-
formation.) Here we will only brie�y discuss the processing
of optical information and then turn our attention to the opti-
cal processing of information. Optical information refers to
the time- and space-dependent information carried by light
�elds. Mathematically, these can be expressed in the form
of functions such as f(x), f(t), f(x;y), f(x;y;z; t). Here f
represents the amplitude or intensity of the light �eld, t rep-
resents time, and x;y;z represent spatial coordinates. The
polarization, wavelength, and other properties of light may
also carry information which is of interest to us. An im-
age coming from outer space and captured at the camera at
the end of a telescope in astronomy, an image obtained by
methods such as endoscopy in medicine, and more generally
all images carried to our eyes or to a camera with light are
examples of optical information. It is also possible to give
non-image examples such as the time-dependent signals in
an optical �ber or spectroscopic measurements showing the
absorption or emission at different wavelengths. Optical in-
formation may be processed for the purpose of correcting or
eliminating different kinds of distortion or noise, or trans-
forming them to a form more amenable to human perception
or interpretation. Today, optical information is processed of-
ten with digital computers, but also with analog optical sys-
tems. Here we will discuss analog optical processing in de-
tail, but not concern ourselves with the processing of optical
information by digital means.

The four key areas of information technology are the
communication, processing, storage, and sensing of informa-
tion. Optical �bers are commonly used to transmit telephone
conversations and computer data from place to place. Wire-
less optical communication also has many applications, such
as remote control units in consumer products. Optical tech-
nologies also have a prominent place in the storage of infor-
mation, as evidenced by the widespread use of optical disks.

As regards sensing, both point sensors such as photodetec-
tors and image sensors such as cameras are widely used. So
far the processing of information is the area where optics has
been used the least.

In the area of communication and storage, optical tech-
nologies have increasingly replaced electrical and electroni-
cal technologies over the past decades. Some researchers be-
lieve that optics will likewise increasingly replace electronics
in the processing of information. While this claim is contro-
versial, most experts would agree that optics will play an in-
creasingly more important role in electronic computers. The
most widespread opinion is that optics will be used together
with electronics in a complementary manner, rather than re-
placing electronics. For this reason, some prefer to use the
term optics in computing, as opposed to optical computing.

In order for information to be processed inside a com-
puter, it must be represented as a certain physical entity. For
instance, the number 5 may be represented by the current
through a wire or the charge on a capacitor, the rate of �ow
of water through a pipe or the amount of water in a tank,
the speed of rotation or position of something, the intensity
of mechanical or acoustical waves, or the amplitude or in-
tensity of a beam of light. Information represented in this
manner can be transmitted from one place to another inside a
computer, meet other pieces of information and be subjected
to the operations serving our purposes. What makes a com-
puter electronic, hydrolic, mechanical, acoustical, or optical
is how the information is represented and processed.

Researchers have dreamed of building computers which
are based on optical principles for a long time. However, for
various reasons, successes in this area have been limited to
special-purpose applications, and the general-purpose opti-
cal computer has been evasive. Despite this, the successes
in special-purpose applications as well as successes in the
communication, storage, and sensing of information, the as
yet unrealized but huge potential of hybrid optical-electronic
computers, and the lingering dream of the general-purpose
optical computer ensures optical information processing to
remain an active area of research.

2. ANALOG OPTICAL INFORMATION
PROCESSING

In analog optical information processing, information is usu-
ally represented with the amplitude or intensity of light, and
less frequently, with parameters such as polarization or wave-
length. To add two numbers optically, we may utilize two
variable-amplitude light sources and one light meter. We
simply set the sources to have an amplitude proportional to
the numbers to be added and shine these on top of each other
on the light meter, and we can read the result of the summa-
tion from the meter.



To multiply two numbers optically, the number to be mul-
tiplied may be represented by the amplitude of a beam, and
the multiplier may be represented with the transmittance of a
semi-transparent material, e.g. if the multiplier is 0, the ma-
terial is opaque, if the multiplier is 1=2, the material passes
half the light. When the light beam representing the number
to be multiplied passes through this material, we can read
the product from a light meter. While this method restricts
the multiplier between 0 and 1, this dif�culty can be over-
come easily through normalization. It follows that any prob-
lem which can be expressed in the form of consecutive ad-
ditions and multiplications can be realized with optical sys-
tems. Moreover, beyond adding and multiplying individual
numbers, very high resolution images and large matrices can
be operated on at once.

The key result enabling most of analog optical informa-
tion processing is the ease with which the Fourier transform
can be realized by using a simple convex lens. Since the
Fourier transform allows us to realize �ltering operations by
mere multiplication, the ease, low cost, and speed with which
it can be optically realized paves the way for many applica-
tions, especially the high-speed �ltering of large resolution
images for purposes such as pattern recognition, recovery,
restoration, and so forth.

The major weakness of this approach is that, as in all
analog systems, when there are a large number of consecu-
tive operations to be performed, the errors arising from noise
accumulate in an uncontrolled manner.

To realize the Fourier transform optically, we position a
lens of certain focal length f to the right of the image to be
transformed, at a distance f . The transform is observed at
a distance f to the right of the lens. This result is a direct
consequence of the law of propagation of light and passage
through lenses. What is noteworthy is that even very high
resolution transforms are realized in the time it takes light to
travel from one end of the system to the other. A typical �l-
tering scheme consists of a �lter mask realized in the form of
a semi-transparent material, sandwiched between a Fourier
transform and an inverse Fourier transform stage. The mask
for a low-pass �lter can be realized simply by cutting a hole
in a piece of cardboard.

That such operations could be realized with optical sys-
tems was known for a long time. While we can witness ex-
amples of operations based on the Fourier transform in the
�fties, the lack of quality light sources exhibiting the de-
sired properties was an important obstacle. The lasers which
became available in the sixties �lled this need. This period
also witnessed the application to optical systems of commu-
nications and signal theory concepts that were developed in
electrical engineering. This development, together with the
availability of lasers, resulted in fast progress that led to a
signi�cant cumulation of knowledge in the decades that fol-
lowed.

Increasingly complex optical processing systems were
developed during the sixties. Some of these were used to
solve large problems for which the very low-capacity digi-
tal computers of the time were no where nearly capable of
solving. Approaches based on using acousto-optical devices
to convert electrical signals to optical ones and thus process
them also date from this period. The sixties also witnessed
the beginning of pattern recognition applications based on
holographic matched �lters.

The seventies not only witnessed the continuation of re-

search in these areas, but also the development of matrix pro-
cessing systems. These systems set an example for certain
future digital optical systems, by the way they viewed the
spatial coordinates as discrete variables. Iterative algorithms
for phase retrieval from intensity information and other prob-
lems in image recovery and reconstruction received attention
in this period with research in this area continuing actively
well into the eighties.

Relatively speaking, the eighties was a period of stag-
nation for analog optical information processing. Despite
successes with special-purpose systems, the lack of major
commercial successes had led to a certain degree of dis-
appointment in both researchers and their funders. During
this period, most researchers turned their research efforts to
digital optical computing and optical interconnections. Fol-
lowing this period, the subject receiving the greatest interest
in the area of optical information processing was the sub-
ject of fractional Fourier transforms, which became popular
throughout and beyond the nineties.

The fractional Fourier transform (FRT) is a generaliza-
tion of the ordinary Fourier transform. The zeroth transform
of a function is the function itself, the �rst transform of a
function is the ordinary Fourier transform. The 0:5th trans-
form is that operation, which when repeated, results in the
ordinary Fourier transform; likewise the 0:25th transform re-
sults in the ordinary transform after four applications. The
FRT can also be realized with a single lens, just like the ordi-
nary Fourier transform. For this reason, many systems which
�nd widespread use in analog optical information processing
can be generalized to the fractional case. For instance, we
can speak of fractional �ltering and fractional convolution.
These generalizations have introduced considerable �exibil-
ity to analog optical information processing.

Before closing this section, a few words about hologra-
phy, which is an important part of analog optical informa-
tion processing, will be appropriate. Holography is widely
thought to be synonymous with three-dimensional photog-
raphy. We perceive objects in daily life as a result of the
light waves re�ecting off of objects and reaching our eyes.
Holography is the recording and reconstruction of these light
waves. Thus, even in the absence of the object whose holo-
gram was recorded, the same light waves reach our eyes and
are perceived as the original object. Since these waves are
ideally identical to those re�ected off the original object,
depth information which enables three-dimensional percep-
tion is also preserved. On the other hand, in ordinary pho-
tography, only the amplitude of the wave is recorded and
the phase is lost, resulting in loss of information. Beyond
recording of three-dimensional information, holography has
important applications in high-density information storage
and the routing of light beams in complex patterns. Three-
dimensional television, an old objective of holography, may
be a reality within the next ten or twenty years.

3. DIGITAL OPTICAL COMPUTING

In current usage, a computer usually refers to the now ubiq-
uitous digital computer. The idea of building digital com-
puters based on optical principles is not new. Originally it
used to be thought that the de�ning characteristic of an op-
tical computer would be its reliance on optical rather than
electronic transistors and gates. Indeed, it is possible to man-
ufacture in the form of large arrays, nonlinear optical devices



that perform similar functions to electronic transistors and
gates. Very large efforts have been put into the development
of such devices. While the inputs and outputs of an electrical
transistor or logic gate are electrical currents or voltages, the
inputs and outputs of optical transistors and logic gates are
light beams. Information is represented with the existence or
non-existence of light beams rather than currents and the de-
sired logic operations can be realized based on the physical
principles governing the interaction of light with matter.

In principle, it is possible to realize optical computers
based on a similar architecture to electronic computers, by
bringing together a large number of optical logic gates in the
form of complex optical circuits. However, it is not expected
that such an approach would result in a very ef�cient result. It
should not be forgotten that electronic computer architecture
and design has evolved around the strengths and weaknesses
of electronics technology. Maybe the most important exam-
ple of this is the Von Neumann architecture. For reasons both
physical and technological, the strengths and weaknesses of
optics and electronics are very different. Therefore, opti-
cal computers must be designed according to an architecture
matched to the strengths and weaknesses of optics.

Several optical computer architectures have been pro-
posed with this understanding. While some of these are still
based on logic gates, alternative approaches have also been
considered. Approaches based on the shadowing of optical
patterns, or approaches based on algebraic operations or the
substitution of symbols according to predetermined rules are
only a few of these. Physically, optical computers may con-
sist of two-dimensional optical circuits, much like integrated
electronics circuits, or may consist of discrete optical de-
vices connected to each other with optical �bers. But the ap-
proach which seems most promising and which has received
the most attention is that in which light beams travel in free
space. Typically, in such systems the active devices (tran-
sistors or logic gates) are arrayed on a plane which has been
manufactured in a similar manner to electronic integrated cir-
cuits (the integration of thousands of optical devices is possi-
ble). The inputs of these devices are on one side of the plane
and their outputs are on the other side. On and off light beams
representing the binary values of one and zero fall on the
logic gate where they will be processed, and the result em-
anates from the other side. If we imagine all of the devices at
once, at the input side of the device plane, a large number of
beams are falling onto the logic gates and light beams repre-
senting the results of the logic operations are being emanated
from the output side of the plane and then manipulated with
mirrors, prisms and microlenses to be redirected to the input
side of the active devices place in accordance with the circuit
diagram of the computer. In contrast to electronic comput-
ers, the interconnections are realized without solid wires or
cables; the information carried by light travels in free space
and the connections are realized in the desired pattern by the
help of optical elements such as mirrors, prisms, and lenses.
Since there are no wires and the light beams freely pass
through each other�in contrast to electronic circuits which
are con�ned to two-dimensional planes�it becomes possi-
ble to realize three-dimensional complex circuits. Such op-
tical structures exhibit qualities of parallel architectures and
are thus especially suited to the implementation of parallel
algorithms.

The major problem with optical transistors, logic gates,
switches, or other nonlinear devices serving similar pur-

poses, is their high energy consumption. There are limits
to what can be done with linear systems; many problems we
may wish to solve will require nonlinear devices such as tran-
sistors or logic gates. The underlying reason for the high
energy consumption of optical devices is usually seen to be
a consequence of the different nature of photons (which are
bosons) and electrons (which are fermions). While there are
strong interactions between electrons, there are no such in-
teractions between photons. In practice photons can interact
only through the mediation of matter.

Certain studies dating back about twenty to thirty years
claimed that optical computers can never be a reality due to
the large amount of heat that would be generated by the high
energy consumption of optical devices. These claims had
considerable impact. During the eighties and nineties, many
researchers abandoned work on optical computers in favor
of optical interconnections, which we will discuss below. In-
deed, in the near future it is much more likely to see com-
puters using optical interconnections than all-optical com-
puters. Nevertheless, the dream of optical computing is far
from dead. For one thing, although the architecture making
the most of the strengths of optics is still subject to debate,
there exists a considerable cumulation of knowledge regard-
ing different alternatives. Also, the claims reducing inter-
est in optical computing are now interpreted in a different
light. Not only is it possible to make lower energy optical
devices, it is now understood that the total energy consump-
tion of computers are dominated not by the devices but by the
interconnections, which totally changes, and in fact reverses
the picture since optical interconnections can consume less
energy than electrical ones. And �nally, it is now understood
that an optical transistor or logic gate is not different than an
electrical transistor or logic gate with a light detector at its in-
put and a light emitter at its output (the multifunctional and
highly ef�cient SEED device is an example of this). There-
fore, if it makes sense to make the more critical interconnec-
tions optical, there is little reason not to make the transistors
or logic gates optical as well.

The �rst optical computers exhibiting the de�ning qual-
ities of a digital computer were demonstrated in the labo-
ratory in the early nineties. About the same time, switch-
ing systems for communications purposes were successfully
demonstrated. It may not be very likely for general-purpose
optical digital computers to gain widespread use. However,
there is great interest in optical switching systems due to the
fact that communications infrastructures which are increas-
ingly dominated by optics are bottlenecked by electronic
switching stages and thus working signi�cantly under their
potential. For this reason, optical switching systems inte-
grated with the �ber optics infrastructure may well be the
�rst examples of optical computers.

4. OPTICAL INTERCONNECTIONS AND
OPTOELECTRONIC COMPUTERS

The solution of complex problems requires a large number of
arithmetic-logic operations to be simultaneously performed
and the results of these to be appropriately combined. For
this reason, at least as important as how information is repre-
sented and operated on, is how information is percolated to
and fro within the components of a complex computing sys-
tem. Communication within computing systems, a subject
attached less importance before the eighties, has become in-



creasingly important as the interconnections (wires, cables)
connecting the components of large computers to each other
have become the key factor limiting the power and speed
of such systems. This is a consequence of the electrical re-
sistance and other undesirable qualities of materials such as
copper and aluminum widely used for wires. Interconnec-
tions now consume more space and energy and contribute
greater amounts of delay than the devices.

We have already mentioned that optics and electronics
have different strengths and weaknesses. Electrons, unlike
photons, are able to interact strongly so that electronic non-
linear devices can consume less energy than optical ones.
They can also be smaller. On the other hand, electrical re-
sistance and capacitance effects negatively effect the perfor-
mance of electrical interconnections and slow them down.
Electrical interconnections also consume more space and en-
ergy as system size increases, compared to optical intercon-
nections. They also exhibit crosstalk and due to the possibil-
ity of short-circuiting, routing of electrical interconnections
are more dif�cult. On the other hand, with optical intercon-
nections it is possible to route three-dimensional complex
circuits and parallel structures. (We may also note that use
of superconducting wires eliminates only some of the neg-
ative qualities of electrical interconnections.) For these and
similar reasons, during the �rst half of the eighties, many
researchers started advocating the concept of the optically
interconnected electronic computer where the nonlinear op-
erations are realized by electronic transistors or logic gates,
and the interconnections among these are realized optically.
Such systems, also referred to as optoelectronic computers,
are thought to allow optics and electronics to complement
each others strengths and make up for each others weak-
nesses.

As already mentioned, some researchers have bended
these arguments in favor of all optical computing: If the inter-
connections are dominant, having made the interconnections
optical, there is little reason not to make the logic gates opti-
cal as well. However, this is not a widely accepted position.
The more commonly asked question is, beyond what stage of
the interconnection hierarchy should electrical interconnec-
tions give way to optical interconnections? Should connec-
tions between transistors be made optically, or should these
be made electrically but inter-chip connections be made op-
tically, or should optics be used only among larger subunits.
While different modeling studies give different results, it can
be said that there is data supporting the use of optics down to
at least one centimeter.

Let us give a concrete example of how optical intercon-
nections may be used inside a computer. In an electronic
computer, large numbers of integrated circuits are connected
to each other on a printed circuit board. Instead of the printed
circuit board, we may realize optical connections among
these if the circuits have light emitters and detectors situated
on them. Much work has been done on how to situate op-
tical emitters and detectors on or besides electronic circuits.
The light leaving the emitters is directed to the detector at
the target destination with the help of mirrors, prisms, and
microlenses, and thus the desired connections can be real-
ized. The number of connections that can thus be realized
can not only be much larger than possible with a printed cir-
cuit board, but also their speed will be greater and their en-
ergy consumption lower.

5. ARTIFICIAL NEURAL NETWORKS,
NANOCOMPUTERS, AND OTHER NEW

APPROACHES

The use of optics in information processing is not limited to
those approaches described above. Arti�cial neural networks
are systems inspired by animal brains. The most important
characteristic of neural networks is the simultaneous realiza-
tion of many operations at once and the large number and
complex network of interconnections among the units. We
have seen that optics is very suitable for realizing such con-
nections. Therefore, optics may play an important role in the
realization of such computers.

It is possible that we will witness signi�cant changes in
the structure of computers within the coming decades. Much
research is taking place on atomic-scale information process-
ing systems based on quantum and biological effects and the
individual or collective behavior of atoms. Such systems
may exhibit features totally beyond the computer paradigm
based on transistors (or other nonlinear devices) connected
with wires (or optical connections). Nevertheless, given that
electromagnetic waves play an important role in the trans-
mission of information from one place to another and that in
order to provide a certain information density at least optical
frequencies would probably be used, we may presume that
optics may have a role to play in such computers as well.

6. CONCLUSION
In the medium run, there is a reasonably high probability that
we will witness the use of light for communication between
the components of especially high-performance computing
systems. This will enable computers faster and more power-
ful than possible today. As a consequence, optics will play an
important role in the processing of information as well as its
communication, storage, and sensing, and thus have an even
more prominent place in information technology. Whether a
general-purpose optical digital computer will ever become a
reality is a more uncertain issue.

This work was originally prepared for [1]. The author ac-
knowledges partial support of the Turkish Academy of Sci-
ences.
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