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ABSTRACT

A pseudo-2D Hidden Markov Model-based face identification system employing the edge-based feature representation has been developed. In the HMM-based face recognition algorithms, 2D discrete cosine transform (DCT) is often used for generating feature vectors. However, DCT-based feature representations are not robust against the variation in illumination changes. In order to enhance the robustness against illumination conditions, the edge-based feature representation has been employed. This edge-based feature representation has already been applied to robust face detection in our previous work and is compatible to processing in the dedicated VLSI hardware system which we have developed for real-time performance. The robustness against illumination change of the pseudo-2D HMM-based face identification system has been demonstrated using both the AT&T face database and the Yale face database B.

1. INTRODUCTION

The development of robust image recognition systems is quite essential in a variety of applications such as intelligent human-computer interfaces, security systems, robot vision, and so forth. Real-time human face recognition, in particular, plays an important role in establishing user-friendly interfaces between humans and computers. In order to realize real-time-responding low-power embedded systems, the development of hardware-friendly algorithms compatible to dedicated VLSI chips is quite essential. For this purpose, we have already developed the VLSI chips dedicated for image feature extraction [1, 2] and template matching [3]. An automatic face recognition system consists of two stages, the face detection and the face identification [4]. In the face detection, facial images are localized in an input image. In the face identification, the localized faces are identified as individuals registered in the system. Therefore, developing both face detection algorithms and face identification algorithms is quite important. We have already developed a robust face detection algorithm and the robust nature of the system under various conditions such as illumination, scale, and rotation has been demonstrated in our previous work [5–7].

In this paper, we focused on the face identification stage. In this stage, facial images are already detected and localized in the scene. Therefore, more computational time is allowed for identifying each face. Namely, we can employ more sophisticated classification algorithms. Hidden Markov Models (HMM) are one of the statistical classifiers successfully applied to the speech recognition. HMM has already been utilized for face identification. The original form of HMM is based on a simple one dimensional (1D) Markov chain.

This traditional 1D HMM was adapted for the face identification in Ref. [8], where a facial image was divided into several regions, such as the forehead, eyes, nose, and mouth, and then each of these regions was assigned to a state in the 1D HMM as illustrated in Fig. 1 (a). This dimensionality reduction of the image from two dimension (2D) to 1D implies the loss of 2D structural information in the facial image along the horizontal direction. In order to process images as 2D data, pseudo-2D HMM has been introduced in Ref. [9] and applied to face recognition in Ref. [10]. The pseudo-2D HMM consists of a set of super states which contain a 1D HMM within themselves. The pseudo-2D HMM is utilized for modeling facial images in a hierarchical manners as in the following. Several super states correspond to the vertical facial features, such as forehead, eyes, nose, and mouth as illustrated in Fig. 1 (b). Each state within the super state is utilized for modeling the horizontal sequence of the localized feature. The pseudo-2D HMM face identification has often utilized the coefficients of 2D discrete cosine transform (DCT) for feature representation [11, 12], and good identification performance has been proven. However, the representation is sensitive to the change in illumination conditions.

The purpose of this paper is to develop an illumination invariant pseudo-2D Hidden-Markov-Model-based face identification system in which the edge-based feature representation is employed. The robustness of the face identification system against the variation in illumination conditions has been demonstrated for the AT&T face database [8] and the Yale face database B [13].
2. EDGE-BASED FEATURE REPRESENTATION

2.1 Edge-Based Feature Maps

Edge-based feature maps are the bases of our image representation algorithm [14]. The feature maps represent the distribution of edge flags corresponding to four-directional edges extracted from an input image. The input image is firstly subjected to pixel-by-pixel spatial filtering operations using kernels of $5 \times 5$-pixel size to extract edges in four directions, i.e., horizontal, +45 degree, vertical, or -45 degree. The kernel yielding the maximum gradient determines the direction of the edge. The threshold value for edge extraction is determined taking the local variance of luminance data into account. Namely, the median of the 40 values of neighboring pixel intensity differences in a $5 \times 5$-pixel kernel is adopted as the threshold. This is quite important to retain all essential features in an input image in the feature maps. All the pertinent parameters have been optimized in the medical radiograph recognition as a test vehicle. But the robust nature has been proven in more general applications [14]. Therefore, the parameters determined in Ref. [14] are utilized as they are in the present work. Figure 2 shows an example of feature maps generated from the same person under different illumination conditions from the Yale face database B. The edge information is very well extracted from both bright and dark images.

2.2 Feature Representation

The proposed feature representation vectors are generated from the edge-based feature maps by counting the number of edge flags within the sampling window as illustrated in Fig. 4. Each element of the vector represents the number of edge flags within the window of the corresponding edge direction. Since four directional edges are available in the feature maps, four elements of the feature representation vector are generated from a sampling window. In order to represent the 2D structural information within the sampling window, another type of feature-vector-generation scheme illustrated in Fig. 5 was also employed. In this scheme, a larger size sampling window is employed and then divided into $2 \times 2$ cells. A 16-dimension feature vector is generated by counting the number of edge flags in each cell.

The sequence of observation vectors is acquired as follows. The $w \times w$-pixel window scans the image from left to right and makes the sequence of feature vectors as illustrated in Fig. 6 (a). For each sampling, the sampling window shifts $s$ pixels to right. The horizontal scanning is repeated with the vertical pitch of $s$ pixels from the top to bottom as shown in Fig. 6 (b). In this manner, a series of feature vec-
Figure 6: Sampling window scans face image; horizontal scanning (a) and vertical scrolling (b).

Figure 7: Test images under different illumination conditions emulated by gamma correction.

Figure 8: Recognition rate on AT&T database with different illumination conditions.

3. FACE IDENTIFICATION USING PSEUDO-2D HIDDEN MARKOV MODELS

The identification of the target facial image is carried out as in the following. The sequence of edge-based feature-vectors is classified by the pseudo-2D Hidden Markov Models. The $6 \times 6$-state left-right model illustrated in Fig. 1 (b) is utilized in this work. The model consists of six super states each of which contains an one-dimension Hidden Markov Model with six embedded states. The sum of three Gaussian mixtures is employed for the probability function of the embedded state. These parameters of the HMM are optimized by the experimental results on the AT&T face database.

In the training, one HMM is generated for each person using the Baum-Welch algorithm. For avoiding false local minima, the common initial face model described in Ref. [11] is utilized. Namely, the common initial face model is firstly trained on all faces in the training set. The face model for each person is obtained from the common model by refining it on the training faces of the person with the Baum-Welch algorithm. In the identification, the target facial image is evaluated by each face model using the Viterbi algorithm. The face model which gives the maximum probability determines the identity of the input image.

4. EXPERIMENTAL RESULTS AND DISCUSSION

In order to evaluate the performance of the proposed system, the AT&T face database [8] was used for both training and test sets. This database contains 10 different images for each of 40 people. These face images are taken at similar illumination conditions. As a preliminary evaluation of the robustness against illumination variations, various illumination conditions were emulated by the gamma correction. Examples of the test images utilized for the experiments are shown in Fig. 7. The recognition rate was evaluated by the cross validation. Namely, each person’s model was trained on all face images except for one image and the classification was carried out for the image excluded in the training. This procedure was repeated for all images in the database.

The recognition rates on various illumination conditions employing the edge-based and the DCT-based feature representations are presented in Fig. 8. In this experiment, first nine coefficients of discrete cosine transform on the sampling window are utilized for the DCT-based feature vectors, and the four dimensional feature vector of Fig. 4 was used as the edge-based feature vectors. $w = 8$ and $s = 4$ were employed for both feature vectors as the parameters of window scanning. Figure 8 shows that the recognition rate of the DCT-based feature vectors falls rapidly at $\gamma = 1.3$ while the edge-based feature vectors performed over 99% recognition rate at the entire range. Figure 9 shows the results of the Viterbi segmentation on the two test images ($\gamma = 1.0$ and $\gamma = 2.0$). Each block separated by the white lines corresponds to each state of the pseudo-2D HMM illustrated in Fig. 1. The segmentation results using the edge-based features are almost the same independent of illumination conditions as shown in
Figure 9: Viterbi segmentation of face images under different illumination conditions using edge-based feature vectors (a) and DCT-based feature vectors (b); each block corresponds to each state of pseudo-2D HMM.

Fig. 9 (a). On the other hand, Fig. 9 (b) shows that the states to which the nose and the mouth belong do not match between the dark and bright images in case of the DCT-based feature vectors.

Figure 10 shows the recognition rate on the various size of the target faces. Although the recognition rate using the edge-based feature vectors (4 dimensions) is a little degraded as compared to that using the DCT-based ones, the recognition rate using the 16 dimensional edge-based feature vectors is almost same with that using the DCT-based ones. Over 99% recognition rate was obtained with the 16 dimensional edge-based vectors on the scale range between 70% and 140% \( \approx \sqrt{2} \). The scale-invariant face detection system developed in our earlier work [6] is capable of enclosing facial images of any sizes in a frame in which the scale variation of the face image is limited within the range between \( \frac{1}{\sqrt{2}} \) and \( \sqrt{2} \). Therefore, it would be possible to build a scale-invariant face identification system using our already-developed face detection system as a preprocessing stage in the present identification system.

The proposed system demonstrates a good performance. However, the results are obtained from the AT&T face database which consists of relatively simple images for identification. We also evaluated the performance on the Yale face database B [13]. The Yale face database B contains 5760 single light source images of 10 people each seen under 576 viewing conditions (9 poses \( \times \) 64 illumination conditions). The face model of each person was learned from the nine
The proposed feature vectors demonstrated the good performance independent of illumination conditions. However, the computational costs of generating edge-based feature vectors are very expensive. Figure 13 illustrates the computational time to generate all feature vectors required for the identification of a 92 × 112-pixel image. 190ms are required for generating the edge-based feature vectors using the Intel Pentium 4 processor operating at 2.2GHz. This is too much as compared to the DCT-based feature vector generation. However, it takes only 0.23ms when the dedicated feature-extraction VLSI chip developed in our group [1] is used. This is much faster than the DCT-based vector generation using a Pentium 4 processor.

5. CONCLUSION

An illumination-invariant pseudo-2D HMM-based face identification system has been developed. In order to enhance the robustness against the variation in illumination conditions, the edge-based feature representation has been employed. This edge-based feature representation is compatible to the processing in our dedicated VLSI chip, making it possible to build a real-time responding system. As a result, the recognition rate over 99% has been obtained for the AT&T face database and 92% for the Yale face database B independent of the illumination conditions, thus verifying the robustness of the system against illumination condition variations.
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