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ABSTRACT

Future wireless communication systems will exploit the rich spatial and temporal diversity of the radio propagation environment. This requires new advanced channel models, which need to be verified by real-world channel sounding measurements. In this context the reliable estimation and tracking of the model parameters from measurement data is of particular interest. In this paper, we build a state-space model, and track the propagation parameters with the Extended Kalman Filter in order to capture the dynamics of the channel parameters in time. We then extend the model by considering first order derivatives of the geometrical parameters, which enhances the tracking performance due to improved prediction and robustness against shadowing and fading. The model also includes the effect of distributed diffuse scattering in radio channels. The issue of varying state variable dimension, i.e., the number of propagation paths to track, is also addressed. The performance of the proposed algorithms is demonstrated using both simulated and measured data.

1. INTRODUCTION

The development of radio channel models for wireless MIMO communication systems requires multidimensional channel sounding measurements. The measurements are processed to estimate the radio channel parameters of double-directional channel models [1]. The double-directional modeling allows removal of the influence of the measurement antennas from the observation. This is necessary for using the measurement results for studying and comparing different MIMO transceiver structures. Furthermore, the parameter estimates are required for the statistics of the channel models, and also for validating the employed model.

The extraction of the channel model parameters from the measurement data is done using a parameter estimation algorithm, such as SAGE [2] or RIMAX [3]. A straightforward approach for estimating the radio channel parameters (such as propagation path delays, angles of arrival and departure, polarized path weight components) is to estimate them for each snapshot independently. However, it can be observed from measurements, that the specular component of the radio channel contains typically propagation paths which persist over a relatively large number of snapshots (time). The parameters of these paths vary slowly in time. This observation can be exploited to track the path parameters over time, in order to reveal dynamic properties of the radio channel. Furthermore, a sequential computation usually reduces complexity of the estimator.

In this paper we use a state-space approach for tracking the radio propagation path parameters over time. This is done by deriving a state-space model based on the nonlinear data model presented in [3], and applying an Extended Kalman Filter (EKF) for parameter estimation. The approach for propagation path parameter estimation using Kalman filtering was introduced in [4]. It was pointed out that the use of a recursive estimation algorithm is computationally less demanding than snapshot-by-snapshot estimation where the time correlation of the parameters is not exploited. One of the drawbacks in [4] is the fact that the state dimension, which is proportional to the number of paths, was kept fixed. This is unrealistic, since paths may appear or disappear in time due to the dynamics in the propagation environment. To overcome this limitation, we propose a hypothesis testing method for state dimension selection. Also the predictor performance of the Kalman filter was limited in [4] due to the simplistic state-space model. We address this problem by extending the state-space model to include first order derivatives of the parameters, which describe the underlying geometry of the propagation paths. This results into improved state prediction, i.e., associating path parameters over time, allowing tracking of the path parameters over some periods of shadowing or crossing of paths.

The paper is structured as follows. In Section 2 we present the observation and the state-space models. In Section 3 we discuss the algorithm and its initialization. In Section 4 we show some estimation results with both artificial, and measurement data. Section 5 concludes this paper.

2. SYSTEM MODEL

The system model of interest can be divided into two parts: the model for a single radio channel observation, and the state-space model describing the evolution from one observation to another. As the observation model we use the double-directional radio channel model [3]. We apply this model to estimate the propagation path parameters: Time Delay of Arrival (TDoA) $\tau$, Direction of Departure (DoD) $\varphi_d$ and elevation $\varphi_e$, Direction of Arrival (DoA) azimuth $\varphi_R$ and elevation $\varphi_e$, and four polarimetric path weights $\gamma_{HH}$, $\gamma_{HV}$, $\gamma_{VH}$, and $\gamma_{VV}$. The dense multipath component (DMC), describing the stochastic process of distributed diffuse scattering in the radio channel, is also included in the model.

2.1 Model for a Radio Channel Observation

The employed radio channel model consists of two components: the specular (concentrated) propagation component and the dense multipath component, assumed to obey a circular complex Gaussian distribution [3]. In the following, the delay and angular domain parameters (for $P$ paths) are referred to as structural parameters of the model

$$\mu = [\tau^T \varphi_d^T \varphi_R^T \varphi_e^T]_k^T \in \mathbb{R}^{5P \times 1},$$

(1)

whereas the path weights for different polarization components ($HH$ = horizontal-to-horizontal, $HV$ = horizontal-to-vertical, etc.)

$$\gamma = [\gamma_{HH}^T \gamma_{HV}^T \gamma_{VH}^T \gamma_{VV}^T] \in \mathbb{C}^{4P \times 1}$$

(2)

are referred to as weight parameters. For notational convenience, we have dropped the time index, i.e., $\mu = \mu_k$ ($k$ denotes discrete time), from all the parameters.

The structural parameters $\mu = [\mu_1^T \ldots \mu_5^T]^T$ are related to the
observation through a complex shift operation [3]

\[ A(\mu_t) = \left[ e^{-j\frac{\pi}{4} \mu_{1,1}} \ldots e^{-j\frac{\pi}{4} \mu_{1,P}} \right] \in \mathbb{C}^{N_t \times P}. \]  

The state-space model we propose, the modeling of the state noise process is formulated as it was suggested for a radar target tracking problem implemented as it was suggested for a radar target tracking problem. For all state-space models, the modeling of the state noise process is only in terms of the Gaussian random state noise process \( \mathbf{w}_t \) and \( \gamma \) is assumed to be uncorrelated with the state. The covariance matrix \( \mathbf{Q} \) of the state noise is a \( LP \times LP \) diagonal containing the noise variance of each parameter on the diagonal. The observation noise \( \mathbf{n}_{t,k} \) (6) is assumed to be uncorrelated with the state and it has the covariance matrix \( \mathbf{R}_{g,k} \).

In [4] the state-space model was based on the Brownian motion model [8], i.e., the motion from snapshot-to-snapshot was modeled only in terms of the Gaussian random state process \( \mathbf{v}_t \) (the state transition matrix was close to an identity matrix). We improve this model to a constant motion case [8] by including the rate of change of the structural parameters in the state vector (8), and utilize these values in the state transition through (10). The key idea in this more complex motion model is to enhance the tracking of the parameters in dynamic environments by improving prediction. In fact, the rate of derivatives included in the state can be further increased for more precise motion modeling. On the other hand, if the motion in the system itself is very small or otherwise limited, then adding any higher order derivatives only increases the computational burden without any gain. Also switching between different levels of model complexity in terms of derivative orders can be implemented as it was suggested for a radar target tracking problem in [9].

For all state-space models, the modeling of the state noise is crucial, because it contains the uncertainty in the model. In the model we propose, the modeling of the state noise process is focused on the uncertainty in the parameters rate of change instead of the actual change. Basically the problem of selecting the most suitable model requires knowledge of the statistics of the underlying process. Since this research work is mainly carried out to collect information about this process the main design goal for the estimator (EKF) is robustness instead of statistical performance.

### 3. PATH PARAMETER ESTIMATION

The proposed parameter estimation procedure consists of multiple estimators. The core of the algorithm, tracking the propagation path parameters over time, is the EKF. For searching new paths in each
observation a Maximum Likelihood (ML) based (RIMAX [3]) estimator is applied. Also, the parameters of the DMC component, i.e., the covariance matrix \( R_{y,k} \) in (6), are estimated separately. After the EKF and the search for new paths, the reliability of the estimated paths is evaluated. The path estimates that fail our designated threshold test are then dropped from the state. The general principle of the estimation procedure is presented in Figure 1.

![Figure 1: Estimation procedure principle. The state vector \( \hat{\theta}_{k-1} \) (as well as other EKF system matrices) of previous time instant may have different dimensions than the current one \( \hat{\theta}_k \).](image)

### 3.1 Extended Kalman Filter

The Extended Kalman Filter uses Taylor series expansion to linearize the nonlinear data model about the current estimates. To apply the EKF one needs to compute the first order partial derivatives to the parameters \( \theta \) of the data model \( s(\theta) \), i.e., the Jacobian matrix

\[
\mathbf{D}(\theta) = \frac{\partial}{\partial \theta} s(\theta) = \left[ \frac{\partial}{\partial s_1} s(\theta) \ldots \frac{\partial}{\partial s_L} s(\theta) \right].
\]

The expressions for the computation of the EKF can be summarized as [4]:

\[
\begin{align*}
\hat{\theta}_{k|k-1} &= \Phi \hat{\theta}_{k-1|k-1} \\
\mathbf{P}_{k|k-1} &= \Phi \mathbf{P}_{k-1|k-1} \Phi^T + \mathbf{Q}_k \\
\mathbf{J}(\hat{\theta}_{k|k-1}) &= 2 \cdot \mathbb{R} \left\{ \mathbf{D}_1 \mathbf{D}_2 \mathbf{D}_3 \right\} \\
\mathbf{P}_{k|k} &= \left( \mathbf{P}_{k-1|k-1} + \mathbf{J}(\hat{\theta}_{k|k-1}) \right)^{-1} \\
\mathbf{q}(y_k|\hat{\theta}_{k|k-1}) &= 2 \cdot \mathbb{R} \left\{ \mathbf{D}_4 \mathbf{R}_{y,k}^{-1} \right\} \\
\Delta \hat{\theta}_k &= \mathbf{P}_{k|k-1} \left( \mathbf{I} - \mathbf{J}(\hat{\theta}_{k|k-1}) \mathbf{P}_{k|k} \right) \mathbf{q}(y_k|\hat{\theta}_{k|k-1}) \\
\hat{\theta}_{k|k} &= \hat{\theta}_{k|k-1} + \Delta \hat{\theta}_k,
\end{align*}
\]

where

\[
\mathbf{q}(y_k|\theta, \mathbf{R}_{y,k}) = \frac{\partial}{\partial \theta} \mathcal{L}(y_k|\theta, \mathbf{R}_{y,k})
\]

is the score function, i.e., the partial derivative of the log-likelihood function with respect to the parameters \( \theta \), and

\[
\mathbf{J}(\theta, \mathbf{R}_{y,k}) = -\mathbb{E} \left\{ \frac{\partial}{\partial \theta} \mathcal{L}(y_k|\theta, \mathbf{R}_{y,k}) \left( \frac{\partial}{\partial \theta} \mathcal{L}(y_k|\theta, \mathbf{R}_{y,k}) \right)^T \right\}
\]

is the Fisher information matrix [10].

### 3.2 State Dimension Determination

Due to the dynamical nature of the radio propagation environments, the number of estimated paths, i.e., the state dimension, varies in time. We determine the state dimensionality, i.e., the number of paths to be tracked, through a two stage procedure:

1. A search procedure for new paths, and
2. a dropping criteria for unreliable paths.

The search for new paths is relying on the Maximum Likelihood estimation based RIMAX algorithm [3]. It is performed at each observation after the EKF filtering stage by providing the number of paths to search, and the residual \( y_k - s(\hat{\theta}_{k|k}) \) as the input for RIMAX. The RIMAX algorithm evaluates the reliability of the new paths resulting in \( 0 - P_{\text{new}} \) estimates, which are added to the state.

Dropping of unreliable paths from the state is based on the Wald test [11]. We select the estimated path weight amplitudes of each path \( p \) as our test parameters \( \theta_p = \left[ \alpha_{y,k} H_{y,k} \ldots \alpha_{y,k} V_{y,k} \right]^T \). The test hypotheses for each path \( p \) are \( H_0: \theta_p = \mathbf{0} \) and \( H_1: \theta_p \neq \mathbf{0} \). Path \( p \) is valid (hypothesis \( H_1 \) holds) if

\[
T_W = \hat{\theta}_p^T \left( \mathbf{P}_{k|k} \right)^{-1} \hat{\theta}_p > \epsilon,
\]

where \( \left[ \mathbf{P}_{\theta_p, \theta_p} \right] \in \mathbb{R}^{N_r \times N_r} \) is a matrix containing the columns and rows related to the parameters \( \theta_p \). \( T_{W} \) is \( \chi^2 \) distributed with degrees of freedom (df = \( N_r \)). Thus \( \epsilon \) is defined as

\[
\Pr(x > \epsilon) = 1 - \int_{0}^{\epsilon} \frac{1}{2} \chi_{df}^2 dx = \epsilon_c,
\]

and its value can be chosen to correspond to a confidence level \( \epsilon_c \) of the probability of hypothesis \( H_0 \) given \( T_W \).

A detailed description of the implemented algorithm is shown in Figure 2.

![Figure 2: Complete estimation procedure. The upper level concepts in Figure 1 are marked with areas I and II.](image)

### 4. ESTIMATION EXAMPLES

#### 4.1 Estimator performance in simulations

To justify the usage of the proposed motion model we compared to justify the usage of the proposed motion model we compared

\[
\begin{align*}
\mu(\theta_{k-1}) &= \mu(\theta_{k-1}) + \Delta \mu(\theta_{k-1}) \\
\mathbf{P}(\theta_{k-1}) &= \mathbf{P}(\theta_{k-1})
\end{align*}
\]

Linear parameters \( \gamma(\theta_{k-1}) \) in closed form.

Compute the EKF equations \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k}), \mathbf{q}(\mathbf{y}_k), \) and \( \mathbf{J}(\theta_{k-1}, \theta_{k}) \).

Compute the EKF equations \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k}), \mathbf{q}(\mathbf{y}_k), \) and \( \mathbf{J}(\theta_{k-1}, \theta_{k}) \).

Search for new paths from \( y_k - s(\hat{\theta}_{k|k}) \) using \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k-1}), \mathbf{Q}, \) and \( \Phi \) accordingly.

Dropping of unreliable paths from state using Wald test and reduce \( \mathbf{P}(\theta_{k}), \hat{\theta}_{k|k}, \mathbf{Q} \) and \( \Phi \) accordingly.

Store the parameter estimates.

Initial values:

\[
\begin{align*}
\hat{\theta}_{k-1} &= \mathbf{0}, \\
\mathbf{P}(\theta_{k-1}) &= \mathbf{Q}, \mathbf{P}(\theta_{k}) = \mathbf{Q}, \mathbf{J}(\theta_{k-1}, \theta_{k}) &= \mathbf{Q}, \text{ and } \Phi
\end{align*}
\]

Read observation \( y_k \):

\[
\begin{align*}
\hat{\theta}_{k-1} &= \mathbf{0}, \\
\mathbf{P}(\theta_{k-1}) &= \mathbf{Q}, \mathbf{P}(\theta_{k}) = \mathbf{Q}, \mathbf{J}(\theta_{k-1}, \theta_{k}) &= \mathbf{Q}, \text{ and } \Phi
\end{align*}
\]

Prediction for structural parameters

\[
\begin{align*}
\mu(\theta_{k-1}) &= \mu(\theta_{k-1}) + \Delta \mu(\theta_{k-1}) \\
\mathbf{P}(\theta_{k-1}) &= \mathbf{P}(\theta_{k-1})
\end{align*}
\]

Linear parameters \( \gamma(\theta_{k-1}) \) in closed form.

Compute the EKF equations \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k}), \mathbf{q}(\mathbf{y}_k), \) and \( \mathbf{J}(\theta_{k-1}, \theta_{k}) \).

Compute the EKF equations \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k}), \mathbf{q}(\mathbf{y}_k), \) and \( \mathbf{J}(\theta_{k-1}, \theta_{k}) \).

Search for new paths from \( y_k - s(\hat{\theta}_{k|k}) \) using \( \mathbf{P}(\theta_{k-1}), \mathbf{P}(\theta_{k-1}), \mathbf{Q}, \) and \( \Phi \) accordingly.

Dropping of unreliable paths from state using Wald test and reduce \( \mathbf{P}(\theta_{k}), \hat{\theta}_{k|k}, \mathbf{Q} \) and \( \Phi \) accordingly.

Store the parameter estimates.
single propagation path in an environment with a moving receiver and a moving scatterer. In this situation the motion of the objects is linear, whereas the rate of change of the parameters is nonlinear. The deviation of the delays and directions of arrival from the linear state-space model depends on the distance of the two passing objects.

The simulation was run for 100 realizations, i.e., observations were generated using the same parameter values, but independent noise realizations. We used the instantaneous RMS error of the estimates as the performance criterion. The RMS error is defined as

\[ \sigma_{\mu} = \sqrt{\frac{1}{R} \sum_{r=1}^{R} (\mu_r - \mu)^2}, \]  

(22)

where \( R \) is the number of realizations.

The results for RMS estimation error of the static scenario are shown in Figure 3. Figure 3(a) shows the RMS estimation error in normalized delay over time, and Figure 3(b) represents the error in Rx azimuth. The dashed lines in the figures represent the estimated error standard deviation, given by the square root of the corresponding diagonal value of the filtering error covariance matrix \( \hat{P}_{E(k|k)} \) (17). From the results in Figure 3 we can conclude that in the case of estimating static propagation paths, the enhanced motion model does not improve the performance in terms of RMS estimation error.

The simulation was run for dynamic data with a propagation path under constant motion. Figure 4(a) shows the RMS error comparison for the normalized delay, and Figure 4(b) illustrates the estimation error for azimuth AoA. From Figure 4 it can be observed that for tracking the propagation path parameters, which are changing due to linear motion, the improved motion model clearly outperforms the simpler one.

4.2 Performance using measured data

The performance of the estimator was validated in practice using real world measurement data. The measurement campaign was conducted by Institute of Communications and Measurement Engineering, Ilmenau University of Technology and Medav GmbH on August 12th 2004 at Ilmenau city center using the RUSK channel sounder [6]. The transmit (Tx) antenna array was a 16 element UCA (Uniform Circular Array) placed on a measurement trolley. The receive (Rx) array was an 8 element dual polarized ULA (Uniform Linear Array). This setup enables the estimation of the parameters in (8), excluding the elevation at the receiver (\( \vartheta_R \)) due to elevation ambiguity of the ULA. Also half of the polarization components (\( \gamma_{HH} \) and \( \gamma_{HV} \)) are not used due to single polarized Tx array.

A detailed description of the measurement, see [6].

The estimation results visualized here are for a route of the Tx coming from a non-line-of-sight street canyon to a line-of-sight open square where the Rx is located. Figure 5 shows the comparison of the Power Delay Profile (PDP) of the measurement, and the reconstruction from EKF estimates. The PDPs are averaged over all channels (Tx-Rx antenna pairs). Figure 6 shows the comparison of the Tx azimuth angle estimates of the same measurement. The EKF estimates have a good match with the estimates from a maximum
The parameter estimation of radio channel sounding measurements consumes traditionally a huge amount of computation time. One of the most noticeable practical improvements of the EKF compared to, e.g., RIMAX, is the significantly reduced complexity. Due to the recursive nature of the EKF, the filter itself is computationally much less demanding compared to the iterative maximum likelihood (Levenberg-Marquardt) used in RIMAX. Figure 7(a) shows the time required for processing each snapshot for this particular measurement route. The EKF has about one order of magnitude lower complexity than RIMAX, although the number of estimated paths (see Figure 7(b)) is about the same.

![Figure 6: DoD azimuth angle estimates processed from measurement data. Lighter color denotes stronger paths. The EKF is tracking some of the paths for a longer time.](image)

Figure 6: DoD azimuth angle estimates processed from measurement data. Lighter color denotes stronger paths. The EKF is tracking some of the paths for a longer time.

5. CONCLUSIONS

In this paper we introduce an enhanced state-space model for tracking the radio channel propagation path parameters. This improved model includes the rate of change of the structural parameters in the state vector allowing enhanced prediction and path association from snapshot to snapshot. Reliable prediction can also enable tracking of paths over short term fading. Our simulations confirm that, in the case of (close to) linear motion in the measurement environment, the estimator using the improved state space model outperforms the one where motion is not taken into account. We also address the selection of the model order, i.e., the number of propagation paths to track. Estimation results from channel sounding measurements show that the proposed method provides promising results with significantly reduced computational complexity compared to, e.g., the RIMAX algorithm.
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