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ABSTRACT served while a spherical codebook is used in a gain-shape manner
In this contribution a new wideband audio coding concept is pfeIsorﬁgﬁcllfig%ﬁf:ﬁgg;iﬁ'%Lﬁ,aiﬁ'egga' ?;_a g;?i?]erit)e dtélti:n?rtcexd;urg: d
sented that provides good audio quality at bit rates below 3 bits p%p[s] for the purpose of channel codin pgnd ?eferegr]\ced in [6] in the
sample with an algorithmic delay of less than 10 ms. The new con- purp . ganc -

context of source coding. The apple-peeling code has been revis-

cept is based on the principle of Linear Predictive Coding (LPC) in ed in [7]. While in that approach, scalar quantization is applied in

an analysis-by-synthesis framework, as known from speech coding : X . ;
A spherical codebook is used for quantization at bit rates which ar olar coordinates for D.PCM' we conS|der_ the spherical code in the
ontext of vector quantization in a CELP like scheme.

higher in comparison to low bit rate speech coding for improve he principle of linear predictive coding will be shortly explained in

performance for audio signals. For superior audio quality, nOISG‘Section 2. After that, the construction of the spherical code accord-

shaping is employed to mask the coding noise. In order to re: ! . ) - ! .
duce the computational complexity of the encoder, the analysis-by'pg tothe applle-peellng mgthod is described n Sectlon.3. .In Section
the analysis-by-synthesis framework for linear predictive vector

synthesis framework has been adapted for the spherical codeboék

to enable a very efficient excitation vector search procedure Thguantization will be modified for the demands of the spherical code-

codec principle can be adapted to a large variety of application sc )ook. Based on the proposed structure, a computationally efficient

narios. In terms of audio quality, the new codec outperforms ITU-Tseamh procedure wigre-selectiorandcandidate-exclusiors pre-

G.722 [4] at the same bit rate of 48 kbit/sec and a sample rate of 1‘%ented. Results are finally shown in Section 5 in terms of a compar-
kHz ison with the G.722 audio codec.

1 INTRODUCTION 2. BLOCK ADAPTIVE LINEAR PREDICTION

ghe principle of linear predictive coding is to exploit correlation

Lossy compression of audio signals can be roughly subdivided mtlmmanent to an input signai(k) by decorrelating it before quan-

two principles:Perceptual audio codings based on transform cod- .. S o .
ing: The signal to be compressed is firstly transformed by an anaf—'zat'on' For short term_ block_adaptlve linear predlctlon, a win-
ysis filter bank, and the sub band representation is quantized in thqeowed segm_ent_of the !nput_3|gnal Of. I_engltpc is analyzed in
transform domain. A perceptual model controls the adaptive bi fder to obtain time variant filier coefficierd---ay of orderN.
ased on these filter coefficients the input signal is filtered with

allocation for the quantization. The goal is to keep the noise intros (D)= 1— ziN:lai .21, the LP analysis filter, to form the LP resid-

duced by quantization below the masking threshold described by th : . . .
percepta/ac} model. In general, the algoﬁthmic delay is rather rz/igﬁial signald(k). d(k) is quantized and transmitted to the decoder as

. . - d(k). The LP synthesis filtekls(z) = (Ha(z)) "1, reconstructs from
due to large transform lengths, .. [PRrametric audio codings 5y "o i naytk) by fitering (all-pole filter) in the decoder.

based on a source model. In this paper we focus on the linear pr,glumerous contributions have been published concerning the prin-
diction (LP) approach, the basis for todays highly efficient speech. : o P 9 P
ciples of linear prediction, for example [8].

coding algorithms for mobile communications, e.g. [3]: An all-poleI th text of block adaotive li dicti dina. the lin-
filter models the spectral envelope of an input signal. Based on thd the context ol block adaptive finear predictive coding, the fin
inverse of this filter, the input is filtered to form the LP residual e~a|£ pr_erc::_ctlon cgefﬁmﬁ_nts r(rj]us_t Ee trlansmltltleddlg_gddltllobn to signal
signal which is quantized. Often vector quantization with a sparsgk(] )- f IS can le ac SI)eV'(Ie'h V\I"t (:rr: yf?rr]na & Iltlona 'i ratede;s
codebook is applied according to the CELP (Code Excited Linea] Pown Ior _exliampe_ln[ ] e.b?n? Oh e|5|g_nﬁ s_eg(;mlen u?eh or
Prediction, [1]) approach to achieve very high bit rate compression; 2Na!YSISLipc, Is responsible for the algorithmic delay of the
Due to the sparse codebook and additional modeling of the speake?gmplete codec.

instantaneous pitch period, speech coders perform well for spee o
but can not compete with perceptual audio coding for non-speec 1 Closed L oop Quantization

input. The typical algorithmic delay is around 20 ms. A linear predictive closed loop scheme can be easily applied for
In this paper the ITU-T G.722 is chosen as a reference codec farcalar quantization (SQ). In this case, the quantizer is part of the
performance evaluations. It is a linear predictive wideband audidinear prediction loop, therefore also callegiantization in the
codec, standardized for a sample rate of 16 kHz. The ITU-T G.72%op. Compared to straight pulse code modulation (PCM) closed
relies on a sub band (SB) decomposition of the input and an adaptileop quantization allows to increase the signal to quantization noise
scalar quantization according to the principle of adaptive differenatio (SNR) according to the achievable prediction gain immanent
tial pulse code modulation for each sub band (SB-ADPCM). Theo the input signal.

lowest achievable bit rate is 48 kbit/sec (mode 3). The SB-ADPCMConsidering vector quantization (VQ) multiple samples
tends to become instable for quantization with less than 3 bits pesf the LP residual signald(k) are combined in a vector
sample. d=[d - d_1] of length Ly in chronological order

In this contribution we propose a new coding scheme for low delayith | = 0---(Ly — 1) as vector index prior to quantization in
audio coding. In this codec, the principle of linear prediction is pre-Ly-dimensional coding space. Vector quantization can provide
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significant benefits compared to scalar quantization.

For closed loop VQ the principle of analysis-by-synthesis is applied
at the encoder side to find the optimal quantized excitation vectol
d for the LP residual, as depicted in Figure 1. For analysis-by-
synthesis, the decoder is part of the encoder. For each index
corresponding to one entry in a codebook, an excitation vettor

is generated first. That excitation vector is then fed into the LP
synthesis filteHs(z). The resulting signal vectot; is compared to
the input signal vectox to find the indexq with minimum mean

square error (MMSE) 7 —
iQ=af9”i1in{-@i=(X*ii)'(X*ii)T}- @ J

circle for §ip 1 e

v X=0C

=
o

sin(@o.1)
By the application of an error weighting filt&¥(z), the spectral
shape of the quantization noise inherent to the decoded signal can

: N . Fi 2:3-di ional sphere f le-peeli de.
be controlled for perceptual masking of the quantization noise. ‘gure Imensional spnere for apple-peeling code

(a1 -~ an] @ % the apple-peeling algorithne,~. . &, are marked as big black spots
Zadl A = PR on the surface.
codebook Ly Hs(2) ! :C) The sphere has been cut in order to display the 2 angies

e @ Ve x-z-plane andp; in x-y-plane. Due to the symmetry properties of
decoder VIE the vector codebook, only the upper half of the sphere is shown.
i — ew (2) For code construction, the angles will be considered in the order of

MMSE = $o to ¢1, 0< ¢o < mand 0< ¢, < 2m for the complete sphere.
The construction constraint to have a minimum separation ghgle
Figure 1:Analysis-by-synthesis for VQ. in between neighbor centroids can be expressed also on the surface

of the sphere: The distances between neighbor centroids in one di-

W(2) is based on the short term LP coefficients and thereforeEecuon Is noted ag gndél in the gther direction. .AS the centroids
- . - e . are placed on a unit sphere and for sn@llithe distances can be
adapts to the input signal for perceptual masking similar to that in

. . approximated by the circular arc according to the a speci
perceptual audio coding, e.g. [1]. tpepapple-peelinyg constraint: 9 i6fle specify
The analysis-by-synthesis principle can be exhaustive in terms OP '
computational complexity due to a large vector codebook. 5% >6,6>0andd~ 5 ~ 0 ©)

3. SPHERICAL VECTOR CODEBOOK The construction paramet@ris chosen ad(Nsp) = 17/Nspwith the
for exaniew construction parametlisp € Z* for codebook generation. By

Spherical quantization has been investigated intensively, ; D
ple in [6], [7] and J10]. The codebook for the quantization of the _choosmg the number of anglblgp, the range of angly is divided

LP residual vectod consists of vectors that are composed of a gainInto Nsp angle intervals with equal size iy, = 8(Nsp). Circles

(scalar) and a shape (vector) component. The code vecforghie (slash-dotted line) on the surface of the unit sphere at

quantization of the shape component are located on the surface of = @oi, = (i0p+1/2)-A 4
a unit sphere. The gain component is the quantized rdgliloth 90 = Goio = (lo+1/2)- gy @
components are combined to determine are linked to indeso = 0--- (Nsp— 1). The centroids of the apple-
Bz @ peeling code are constrained to be located on these circles which
=R-c.

are spaced according to the distadge hencedg € o, andZ=

L I . . cog do,j,) in cartesian coordinates for all€ 7.

For transml_ssmn, the codebook indigy and the indexr f_or the The radius of each circle depends @g; . The range ofy, 0 <
reconstruction of the shape part of the vector and the gain factor re; o . .PPlo
spectively must be combined to form codewagd In this section 91 < 271, is divided intoNspy angle intervals of equal lengily,

the design of the spherical codebook is shortly described first. Af!n order to hold the minimum angle constraint, the separation angle

terwards, the combination of the indices for the gain and the shapge‘pl is different from circle to circle and depends on the circle radius

component is explained. nd thusfo,:

For the proposed codec a code construction rule naapgde- 2o 0(Nsp)

peelingdue to its analogy to peeling an apple in three dimensions is By, (Poiiy) = —~ 2= ? 5)
used to find the spherical codebogkin the Ly -dimensional cod- Nep1(@oio) — sin(foio)

ing space. Due to the block adaptive linear predictiognandLipc  \jith this, the number of intervals for each circle is

are chosen so th&ty = L pc/Ly € Z. The concept of the con-

struction rule is to obtain a minimum angular separa@idretween N oy, 2m . 6
codebook vectors on the surface of the unit sphere (centrejds: ~ sp1(foio) = LB(NSp) -sin(@ojo ) . ©)

all directions and thus to approximate a uniform distribution of all _ _
centroids on the surface as good as possible. As all available ceh order to place the centroids onto the sphere surface, the according
troids, ¢ € % have unit length, they can be represente@lin—1)  anglesf , (¢o,) associated with the circle fdfip, are placed in

angles{@o --- 1, —2]. analogy to (4) at positions
Due to the reference to existing literature, the principle will be 2
demonstrated here by an example of a 3-dimensional sphere only, $1i, (Bo,) = (i1+1/2)- T (7)

as depicted in Figure 2. There, the example centroids according to Nsp1(foo)
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Each tupl€ig,i1] identifies the two angles and thus the position of @
one centroid of the resulting cod@gfor starting parametesp,. X

For an efficient vector search described in the following sec-
tion, with the construction of the sphere in the order of angles
$o — P1--- P, 2, the coordinates of the sphere vector in carte-
sian must be constructed in chronological ordgr—"¢; - - €, 1.
As with angledg solely the cartesian coordinate in z-direction can
be reconstructed, the z-axis must be associateg, tthe y-axis to
c; and the x-axis t@; in Figure 2.
Each centroid described by the tuple [bf,i;] is linked to a
sphere indeksp=0- - - (Msp(Nsp) — 1) with the number of centroids
Msp(Nsp) as a function of the start paramefsg,. For centroid
reconstruction, an index can easily be transformed into the corre-
sponding anglegg - - - ., —»> by sphere construction on the decoder  search loop
side. For this purpose and with regard to a low computational com-
plexity, an auxiliary codebook based on a coding tree can be used.
The centroid cartesian coordinatgsvith vector indeX are

Hw (2): recursive filter
hy: truncated impulse response

cos(d) - HE';OD sin(@;) ;0<I<(Ly—1) Figure 3:Modified analysis-by-synthesis:
& = . ®

Lv—2) ; )
|_|§:Vo )S'n(¢J) =(Lv-1 filter is combined withwW(z) to form the weighted synthesis filter
(2) = Hs(z) -W(2) in signal path B. In signal branch Ay (2) is

. . . . . Hw
To retain the required computational complexity as low as possibl§gpjaced by the cascade of the LP analysis filter and the weighted
all computations of trigonometric functions for centroid reconstruc-| p synthesis filteHy (2):

tion in Equation (8), si(¥, ;) and cos, ;), can be computed and

stored in small tables in advance. . _ W(2) = Ha(2) - Hs(2) -W(2) = HA(2) - Hw(2) (11)

For the reconstruction of the LP residual vecthrthe centroide™ ] o o

must be combined with the quantized radRsccording to (2).  The newly introduced LP analysis filter in branch A in Figure 1
With respect to the complete codewdisl for a signal vector of IS depicted in Figure 3 at position C. The weighted synthesis filter
effective number of bits available for each sample. Considering hese filters, however, hold different internal state$:according
availableMg indicesig for the reconstruction of the radius anty, ~ to the history ofi(k) in modified signal branch A and” according
indicesisp for the reconstruction of the vector on the surface of thet0 the history ofi(k) in modified branch B. Thélter ringing signal

sphere, the indices can be combined in a codeprs due to thq states will be considered separa}telyl—mgz) is Iinear.
and time invariant (for the length of one signal vector), the filter
ig=IR-Msp+isp 9) ringing output can be found by feeding in a zero ve€@arf length

_ o _ ~Ly. For paths A and B the states are combined/gs= %" — .
for the sake of coding efficiency. In order to combine all possiblein one filter and the output is considered at position D in Figure

indices in one codeword, the condition 3. The corresponding signal is added at position F if the switch at
. position G is chosen accordingly. With thidy (z) in the modified
2° > Msp- MR (10) signal paths A and B can be treated under the condition that the

states are zero, and filtering is transformed into a convolution with
the truncated impulse response of filtgg (z) as shown at positions
H and | in Figure 3.

must be fulfilled.

A possible distribution oMgr andMsp is proposed in [7]. The un-
derlying principle is to find a bit allocation such that the distance
6(Nsp) between codebook vectors on the surface of the unit sphere hw=[Pwo “-hwy-1)], hw(k) o—e Hw(2) (12)

is as large as the relative step size of the logarithmic quantization

of the radius. In order to find the combinationMk andMsp that ~ The filter ringing signal at position F can be equivalently introduced
provides the best quantization performance at the target bit rate at position J by setting the switch at position G in Figure 3 into the
codebooks are designed iteratively to provide the highest number @brresponding other position. It must be convolved with the trun-

index combinations that still fulfill constraint (10). cated impulse responsg, of the inverse of the weighted synthesis
filter, Ky, (k) o—e (Hw(2))~%, in this case.
4. OPTIMIZED EXCITATION SEARCH Signaldg at position K is considered to be the starting point for the

Among the available code vectors constructed with the applePre-selectiordescribed in the following:
peeling method the one with the lowest distortion according to . . .
Equation (1) must be found applying analysis-by-synthesis as dét1 COmplexity Reduction based on Pre-selection

picted in Figure 1. This can be exhaustive for the large numbeBased ondg the quantized radiu& = Q(||do||), is determined first

of available code vectors that must be filtered by the LP syntheby means of scalar quantizatighand used at position M. Neigh-

sis filter to obtainx” For the purpose of complexity reduction, the bor centroids on the unit sphere surface surrounding the unquan-
scheme in Figure 1 is modified as depicted in Figure 3. Positiontized signal after normalizatiored = do/||do||) are pre-selected in

are marked in both Figures with capital letters A and B in Figurethe next step to limit the number of code vectors considered in the
2 and C to M in Figure 3 to explain the modifications. The pro-search loop Figure 4 demonstrates the result of the pre-selection in
posed scheme is applied for the search of adjacent signal segmetite 3-dimensional case: The apple-peeling centroids are shown as
of lengthLy. For the modification, the filteW(z) is moved into  big spots on the surface while the vectgras the normalized in-

the signal paths marked as A and B in Figure 1. The LP synthesigut vector to be quantized is marked with a cross. The pre-selected
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neighbor centroids are black in color while all gray centroids will The code vectoe;’is decomposed sample by sample:
not be considered in the search loop. The pre-selection can be

¢ = [Cip o o0 - 0}
+ [0 &1 0 - 0
+ ..
+ 000 - &u,]
= Cot&it+ - +& 1,1 (16)

_ ) _ With regard to each decomposed code veetgr Signal vectorx;
Figure 4:Neighbor centroids due to pre-search. can be represented as a superposition of the correspopditigl
convolution output vector; .

considered as a construction of a small group of candidate code

vectors among the vectors in the codebook on a sample by sam- Lo bt b1

ple basis. For the construction a representationgoi angles is Xi= ZO Xij = ZO (€i.j - Huw)- (17
considered: Starting with the first unquantized normalized sample, 1= 1=

Co -0, the anglego of the unquantized signal can be determined
e.g. ¢o = arccogcg o). Among the discrete possible values fiay lo

(defined by the apple-peeling principle, Eq. (4)), the lodigr, and X ‘[0---Io]: Z)ii’j (18)
upperdo up Neighbor can be determined by rounding up and down. i=

In the example for 3 dimensions, the circles O and P are associated jefined as theuperposed convolution output vector for the first

to these angles. | ;
> i . + 1) coordinateof the code vector
Considering the pre-selection for anglle, on the circle as- (lo+1)

sociated to §pj, one pair of upper and lower neighbors, lo

$110/up(Po,0), @nd on the circle associated fig up another pair &i l01g)= ZQELJ" (19)
of upper and lower neighborsﬁlJo/up(:ﬁO.up), are determined by i=

rounding up and down. In Figure 4, the code vectors on each of the

circles surrounding the unquantized normalized input are depictegonsidering the characteristics of matky,w, with the first(lo +
asca, &, andég, &4 in 3 dimensions. 1) coordinates of the codebook vectardiven, the first(lg + 1)
From sample to sample, the number of combinations of upper angPordinates of the signal vecteq are equal to the firstlo + 1)
lower neighbors for code vector construction increases by a factgtoordinates of the superposed convolution output vectdp.” -
of 2. The pre-selection can hence be represented as a binary cod& therefore introduce the partial distortion

vector construction tree, as depicted in Figure 5 for 3 dimensions.

'"The vector

The pre-selected centroids known from Figure 4 each correspond to ) lo o 2
one path through the tree. For vector length 2(&v—1 code vec- Zilj0-10= JZO(XOJ ~ % lio-10)" (20)
o— o For (lo+1) =Ly, i |[0,_,,|01 is io!entical to the distortior; (Equa-
up? Wers tion 1) that is to be minimized in the search loop.
(%0; Z0]j5.. (& Z1ljo $o With definitions (18) and (20), the pre-selection and the search loop
&% & % to find the code vector with the minimal quantization distortion can
& 7). & l”&x be efficiently executed in parallel on a sample by sample basis: We
’[X—Ogm ’ﬁ@ﬂ\ || [gz;@m | (X3 73}, , | ¢1 therefore consider the binary code construction tree in Figure 5: For
- = = = angledo, the two neighbor angles have been determined in the pre-
Ce Cd @ b selection. The corresponding first cartesian code vector coordinates

Figure 5:Binary tree representing pre-selection.

tors are pre-selected.

For each pre-selected code veatgridbeled with index, signalx;

must be determined as

Ciw),o for lower and upper neighbor are combined with the quantized

radiusR to determine the superposed convolution output vectors and
the partial distortion as

X0 lo-0 = € o Huw

Do) ‘[o...o] = (XO,O_)zi(0>70 |[o,..0])2 (21)

Xi =dixhw = (R-&)*hw. 13)  Indexi©® = 0,1 at this position represents the two different pos-
sible coordinates for lower and upper neighbor according to the
Using a matrix representation pre-selection in the apple-peeling codebook in Figure 5. The su-
perposed convolution output and the partial distortion are depicted
Pwo bPwi - by,-1 in the square boxes for lower/upper neighbors.
Hoo 0 Mo - hyuy-2 (14) From tree layer to tree layer and thus vector coordirfatel) to
WW L vector coordinaté, the tree has branches to lower and upper neigh-
0 o - hw.o bor. For each branch the superposed convolution output vectors and
’ partial distortions are updated according to
for the convolution, Equation (13) can be written as
ii(l) |[o4..|] = ii(l—l) |[0...(|_1)] +éi('),l “Hww (22)
Xi = (R'Ci) : HW-,W' (15) @im |[O|] = @i(lfl) |[0..4(|,1)] ‘|‘(X0,| *ii(l)J |[0.u|])2
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In Figure 5 at the tree layer fdfr;, indexi(=1) = 0...3 represents  of N = 10 LP parameters within 30 bits). Speech data of 100 sec-
the index for the four possible combinations@gfand @;. The in-  onds was processed by both codecs and the result rated with the
dexi('~1 required for Equation (22) is determined by the backwardwideband PESQ measure. The new codec outperforms the G.722
reference to upper tree layefs. codec by 0.22 MOS (G.722 (mode 3): 3.61 MOS; proposed codec:
The described principle enables a very efficient computation of th8.83 MOS). The complexity of the encoder has been estimated as
distortion for all ZLv*l) pre_se|ected code vectors Compared to an20-25 WMOPS using a WEightEd instruction set similar to the fixed
approach where all possible pre-selected code vectors are det®int ETSI instruction set. The decoders complexity has been es-
mined and processed by means of convolution. If the distortiodimated as 1-2 WMOPS. Targeting lower bit rates, the new codec

has been determined for all pre-selected centroids, the index of tH¥inciple can be used at around 41 kbit/s to achieve a quality com-
vector with the minimal distortion can be found. parable to that of the G.722 (mode 3). The proposed codec provides

a reasonable audio quality even at lower bit rates, e.g. at 35 kbit/sec.
4.2 Complexity Reduction based on Candidate-exclusion(CE)

6. CONCLUSION
The principle ofcandidate-exclusionan be used in parallel to the ) ) )
pre-selection. This principle leads to a loss in quantization SNR” Néw low delay audio coding scheme has been presented that is
However, even if the parameters for the candidate-exclusion arg@S€d on Linear Predictive coding as known from CELP, applying a
setup to introduce only a very small decrease in quantization SNRPherical codebook construction principle named apple-peeling al-
still an immense reduction of computational complexity can bedorithm. This principle can be combined with an efficient vector
achieved. search procedure in the encoder. Noise shaping is used to mask the

For the explanation of the principle, the binary code constructiod€Sidual coding noise for improved perceptual audio quality.
tree in Figure 6 for dimensiohy = 5 is considered. During the |N€ Proposed codec can be adapted to a variety of applications de-
pre-selection candidate-exclusiopositions are defined such that Manding compression at a moderate bit rate and low latency. It

each vector is separated into sub vectors. After the pre-selectidifS Peen compared to the G.722 audio codec, both at 48 kbit/sec,
and outperforms it in terms of achievable quality. Due to the high

scalability of the codec principle, higher compression at bit rates

o | cE g E::l ::l significantly below 48 kbit/sec is possible.
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