CONSTRUCTION OF TRIANGULAR BIORTHOGONAL WAVELET FILTERS FOR ISOTROPIC IMAGE PROCESSING
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ABSTRACT
We propose new non-separable two dimensional biorthogonal wavelets whose filters are defined on the regular triangular lattice on a plane. Their construction uses lifting in the polyphase representation of the filters. While filters of arbitrary orders may be obtained by following the same way as in 1D case, in this paper we focus our attention mainly on the construction method using a few simple examples. Applying one of the example filters to simple images, we show that isotropy of images are improved in the wavelet transform as compared with the usual tensor product wavelet transform.

1. INTRODUCTION
Image processing is one of the major application areas of wavelet transform. In most cases wavelet transform is carried out in the tensor product form, i.e., one dimensional wavelet transform is applied in horizontal and vertical components of the matrices of image data independently [1]. As a result, isotropy of images may not be well respected. To remedy this drawback, many attempts have been carried out to construct non-separable wavelets [2], or to implement dual-tree wavelet transforms [3, 4]. They are not used as a standard tool, however, because they are not so easy to construct or to use in actual computations.

On the other hand, in the advent of lifting scheme [5], the so-called second generation wavelets [6] have opened a way to handle data on irregular grids over arbitrary surfaces [7]. They seem to gain popularity in efficient parametrization of curved surfaces, in the framework of subdivision scheme [8]. However, isotropy, or rotational symmetry, in two dimensional data is not of major concern.

If we restrict to data on a plane such as images, the usual (first generation) wavelets would be more desirable, since they would allow simpler computation due to their periodicity on the plane. As a first step toward this end, we propose biorthogonal wavelets whose filters are defined on the regular triangular lattice, which we call triangular wavelets.

After submission of this paper, the authors have learned of [11, 12], in which orthogonal quadrature mirror filters defined on the triangular lattice have been considered. While their results agree with ours partly, e.g., the halfband condition (7) below, our method is completely new. In fact, our method uses lifting in the polyphase representation extended to the triangular lattice, which allows construction of triangular biorthogonal wavelet filters of an arbitrary order.

After a brief review on 1D biorthogonal wavelet filters in the next section, we explain how to construct our triangular wavelet filters, following the general formalism laid out by one of the authors for orthogonal case [13]. As a concrete example, we construct the CDF(2,2) biorthogonal filter extended to the triangular lattice, and show their structure in the frequency domain together with comparison with the features of a filter in [11]. Finally, applying the filters to some simple images, we demonstrate that isotropy of images are well respected. Section 5 summarizes our conclusions.

2. BIORTHOGONAL WAVELETS
The discrete signal \( \{c_j[k]\}, k \in \mathbb{Z} \), is decomposed by the low pass (LP) filter \( \{h[k]\} \) and the high pass (HP) filter \( \{g[k]\} \), followed by downsampling, to yield the coarse component \( \{e_j[k]\} \) and detail component \( \{d_{j-1}[k]\} \), respectively, of half a resolution. In the polyphase representation, the signal

\[
\hat{e}_j(\omega) = \sum_{k \in \mathbb{Z}} c_j[k] e^{-i 2\pi k \omega}
\]

is decomposed into even and odd components

\[
\hat{e}_{j,0}(\omega) = \sum_{k \in \mathbb{Z}} e_j[k2] e^{-i 2\pi k \omega}, \quad \hat{e}_{j,1}(\omega) = \sum_{k \in \mathbb{Z}} c_j[k2+1] e^{-i 2\pi k \omega},
\]

and the decomposition of the signal is carried out as

\[
\begin{align*}
\hat{e}_{j+1,0}(2\omega) &= \tilde{P}(2\omega) \hat{e}_{j,0}(2\omega), \\
\hat{e}_{j+1,1}(2\omega) &= \tilde{P}(2\omega) \hat{e}_{j,1}(2\omega),
\end{align*}
\]

(1)

where \( \tilde{P}(\omega) \) is the Hermitian conjugate of the polyphase matrix.

A convenient method to construct invertible polyphase matrices is lifting. The odd-indexed sample \( c_j[k2+1] \) is predicted by the predictor \( p \) of even-indexed samples \( c_j[k2] \), and \( c_j[k2+1] \) is replaced by \( d_{j-1}[k] \) which is the difference between the original value and the prediction,

\[
c_j[k2+1] \rightarrow d_{j-1}[k] = c_j[k2+1] - p(c_j[k2]).
\]

Then, the even-indexed samples \( c_j[k2] \) are updated by

\[
c_j[k2] \rightarrow c_{j-1}[k] = c_j[k2] + u(d_{j-1}[k]),
\]

where \( u \) is the inverse of the odd-indexed samples. Therefore, lifting is an efficient construction technique of biorthogonal wavelet transforms.
where the normalization of the updater $u$ is chosen such that the sum of the coarse components is halved by the decomposition,
\[
\sum_k c_{j-1}[k] = \frac{1}{2} \sum_k c_j[k],
\]
Finally, $c_j[k]$ and $d_j[k]$ are rescaled by $\sqrt{2}$ and $1/\sqrt{2}$, respectively, such that the total energy of the signal is preserved by the decomposition. This scheme corresponds to the polyphase matrix
\[
\tilde{P}(\omega)^T = \begin{pmatrix}
\sqrt{2} & 0 \\
0 & 1/\sqrt{2}
\end{pmatrix}
\begin{pmatrix}
\hat{u}(\omega) & \hat{p}(\omega) \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
-\hat{p}(\omega) & 0 \\
1 & 0
\end{pmatrix},
\]
where $\hat{p}(\omega)$ is defined by $\sum_k p(k) e^{-i\omega k} = \sum_k \hat{p}(\omega) \hat{c}_j(\omega)$, and similarly for the updater $\hat{u}$. This polyphase matrix is invertible, and the reconstruction is carried out by its inverse, which guarantees perfect reconstruction. In particular, if $\hat{p}$ and $\hat{u}$ are polynomials of $e^{-i\omega}$, the decomposition and reconstruction filters become FIR, with primal and dual filters, respectively.

For example, the choice $\hat{p}(\omega) = 1$ and $\hat{u}(\omega) = 1/2$ gives Haar filter, $h(\omega) = \hat{h}(\omega) = (1 + e^{-i\omega})/\sqrt{2}$, and $g(\omega) = \hat{g}(\omega) = (-1 + e^{-i\omega})/\sqrt{2}$, which turns out to be orthogonal. On the other hand, if we choose the linear prediction,
\[
\hat{p}(\omega) = \frac{1 + e^{-i\omega}}{2}, \quad \hat{u}(\omega) = \frac{1 + e^{-i\omega}}{4},
\]
then we obtain the CDF (2,2) filter [9]
\[
\begin{align*}
\hat{h}(\omega) &= \frac{-e^{2i\omega} + 2 + 6 + 2e^{-i\omega} - e^{-i2\omega}}{4 \sqrt{2}}, \\
\hat{g}(\omega) &= \frac{-1 + 2e^{-i\omega} - e^{-i2\omega}}{2 \sqrt{2}}.
\end{align*}
\]

3. TRIANGULAR BIORTHOGONAL WAVELETS

Discrete signals are naturally indexed by integers in one-dimension, but the indexing may become a nontrivial problem in dimensions more than one. We find it convenient to employ the primitive translation vectors used in solid state physics in classifying crystal structures, see e.g., [10]. In two-dimensional plane, we define two primitive translation vectors
\[
t_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad t_2 = \begin{pmatrix} 1/2 \\ \frac{\sqrt{3}}{2} \end{pmatrix}.
\]

For notational convenience we also define $t_3 = -t_1 - t_2$ and $t_0 = 0$. The regular triangular Bravais lattice is defined by
\[
\Lambda = \{ t = n_1 t_1 + n_2 t_2 | (n_1, n_2) \in \mathbb{Z}^2 \}.
\]
The domain containing all the points whose closest site is a given site $t \in \Lambda$ is the Wigner-Seitz cell of the site. In our regular triangular lattice $\Lambda$, the Wigner-Seitz cell is a hexagon, which plays the role of a pixel of an image. The vectors $\Lambda_m$, $m = 1, 2, 3$, the Bravais lattice $\Lambda$, and the Wigner-Seitz cell are shown in Figure 1 (left). The reciprocal lattice vectors are defined by
\[
\Lambda_1 = \begin{pmatrix} 0 \\ \frac{1}{\sqrt{3}} \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} \frac{1}{\sqrt{3}} \\ 0 \end{pmatrix}.
\]

Figure 1: The primitive translation vectors, Bravais lattice, and the Wigner-Seitz cell (left), the reciprocal lattice vectors, reciprocal lattice, and the Brillouin zone (right)

and $\Lambda_3 = \Lambda_1 + \Lambda_2$. They generate the reciprocal lattice
\[
\widehat{\Lambda} = \{ 2\pi(\lambda = m_1 \Lambda_1 + m_2 \Lambda_2) \mid (m_1, m_2) \in \mathbb{Z}^2 \}.
\]
The Wigner-Seitz cell of the reciprocal lattice $\widehat{\Lambda}$ is the Brillouin zone. The vectors $2\pi \Lambda_m$, $m = 1, 2$, the reciprocal lattice $\tilde{\Lambda}$, and the Brillouin zone are shown in Figure 1 (right).

The LP filter $h(t) \in \Lambda$ is now defined on the Bravais lattice $\Lambda$, and let
\[
\hat{h}(\omega) = \sum_{t \in \Lambda} h(t) e^{-i\omega t}, \quad \omega \in \mathbb{R}^2.
\]
Since $\hat{h}(\omega)$ is periodic with respect to the translation $\omega \rightarrow \omega + 2\pi \Lambda$, one of the Brillouin zones is its defining domain. A crucial observation is that all the sites of $\Lambda$ may be classified into four independent sublattices
\[
\Lambda_m = \{ t + m \Lambda | t \in \Lambda \}, \quad m = 0, 1, 2, 3,
\]
which play the role of even and odd indices in one dimension. Accordingly, the filter may be represented as the sum of the corresponding components
\[
\hat{h}_m(\omega) = \sum_{t \in \Lambda} h[t + m \Lambda] e^{-i\omega t}, \quad m = 0, 1, 2, 3.
\]

The signal $c_j[t] \in \Lambda$ is also assumed to be given on the Bravais lattice $\Lambda$. Let
\[
\hat{c}_j(\omega) = \sum_{t \in \Lambda} c_j[t] e^{-i\omega t},
\]
then it is decomposed into four independent components
\[
\hat{c}_{m,j}(\omega) = \sum_{t \in \Lambda} c_{j}[t + m \Lambda] e^{-i\omega t}, \quad m = 0, 1, 2, 3.
\]
As in (1), the decomposition is represented as
\[
\begin{pmatrix}
\hat{c}_{j-1}(\omega) \\
\hat{d}_{j,1}(\omega) \\
\hat{d}_{j,2}(\omega) \\
\hat{d}_{j,3}(\omega)
\end{pmatrix} = \tilde{P}(\omega)^T \begin{pmatrix}
\hat{c}_0(\omega) \\
\hat{c}_1(\omega) \\
\hat{c}_2(\omega) \\
\hat{c}_3(\omega)
\end{pmatrix},
\]
where $\tilde{P}(\omega)^T$ is the Hermitian conjugate of the 4×4 polyphase matrix. Note that there are three detail components $\hat{d}_{m,j-1}(\omega)$,
m = 1, 2, 3. We now wish to extend the polyphase matrix (2) to this case, which is found to be
\[
\widehat{P}(\omega) = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
0 & 0 & \frac{1}{2} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & \hat{u}_1 & \hat{u}_2 & \hat{u}_3 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
-\hat{p}_1 & 1 & 0 & 0 \\
-\hat{p}_2 & 0 & 1 & 0 \\
-\hat{p}_3 & 0 & 0 & 1
\end{bmatrix}
\]  
with three predictors \( \hat{p}_m(\omega) \) and updaters \( \hat{u}_m(\omega) \), \( m = 1, 2, 3 \).

We define the dual polyphase matrix as
\[
\widehat{\widehat{P}}(\omega) = \widehat{P}(\omega)^{-1},
\]
then the perfect reconstruction condition
\[
\widehat{\widehat{P}}(\omega) \widehat{P}(\omega) = I
\]  
is guaranteed. In particular, its upper left component implies
\[
\hat{h}(\omega) \hat{h}^*(\omega) + \sum_{m=1}^{3} \hat{g}_m(\omega) \hat{g}_m^*(\omega) = 4
\]  
(corresponding to the halfband condition in one dimension. The orthogonal case of (7) has been obtained in [11].

Once the filters are found, the two-dimensional scaling functions \( \phi(r) \) and wavelets \( \psi_m(r) \), \( m = 1, 2, 3, r \in \mathbb{R}^2 \), are defined by their Fourier transform,
\[
\hat{\phi}(\omega) = \sum_{j=1}^{\infty} \frac{1}{2} \hat{\phi}(\omega/2^j), \quad \hat{\psi}_m(\omega) = \frac{1}{2} \hat{g}_m(\omega/2^j) \hat{\phi}(\omega/2^j), \quad \omega \in \mathbb{R}^2.
\]

We do not further consider these functions, and concentrate on the properties of the filters. We now proceed to some examples.

### 3.1 Triangular Haar Filter

The simplest choice is
\[
\hat{p}_m(2\omega) = 1, \quad \hat{u}_m(2\omega) = \frac{1}{4}
\]

Then we find the triangular Haar filter
\[
\begin{bmatrix}
\hat{h}(\omega) \\
\hat{g}_1(\omega) \\
\hat{g}_2(\omega) \\
\hat{g}_3(\omega)
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}1 & 1 & 1 & 1 \\
-1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1 \\
-1 & -1 & -1 & -1
\end{bmatrix} \begin{bmatrix}1 \\
e^{-i\omega t_1} \\
e^{-i\omega t_2} \\
e^{-i\omega t_3}
\end{bmatrix},
\]

which is orthogonal. As our preliminary studies show [14], the energy is evenly distributed over three detail decomposed components, implying that isotropy of images is respected. We do not consider this filter further here.

### 3.2 Triangular Linear Prediction Filter

If we choose
\[
\hat{p}_m(2\omega) = \frac{1 + e^{i2\omega t_m}}{2}, \quad \hat{u}_m(2\omega) = \frac{1 + e^{-i2\omega t_m}}{8},
\]

we have the triangular version of CDF(2,2) filter (3). We display the filter coefficients and the Fourier transform in Figure 2–5. The filters \( \hat{g}_m(\omega) \), \( m = 1 \) and 3 are simply \( \pm 2\pi/3 \) rotations of the \( m = 2 \) case. As we see in the frequency

Figure 2: The LP filter coefficients \( h[t] \) and \( \hat{h}(\omega) \)

Figure 3: The HP filter coefficients \( g_2[t] \) and \( \hat{g}_2(\omega) \)

response along the \( \lambda_1 \) direction in Figure 6, the sum in (7) consists of low pass, high pass and band pass combinations
\[
\hat{h}(\omega \lambda_1) \hat{h}^*(\omega \lambda_1) = 1 + \frac{5 \cos \omega}{4} + \frac{11}{16} \cos 2\omega + \frac{11}{16} \cos 3\omega + \frac{1}{4} \cos 4\omega + \frac{1}{16} \cos 5\omega + \frac{1}{16} \cos 6\omega,
\]
\[
\hat{g}_1(\omega \lambda_1) \hat{g}_1^*(\omega \lambda_1) = \frac{13}{8} + \frac{7 \cos \omega}{8} - \frac{23}{16} \cos 2\omega - \frac{13}{16} \cos 3\omega - \frac{1}{8} \cos 4\omega - \frac{1}{16} \cos 5\omega - \frac{1}{16} \cos 6\omega.
\]

Note that near the alias point \( \omega \approx \pi \lambda_1 \),
\[
\hat{h}(\omega \lambda_m) \hat{h}^*(\omega \lambda_m) \propto (\omega - \pi)^4,
\]

which implies that the filter is of order \( (2,2) \).

Figure 4: The dual filter coefficients \( \hat{h}[t] \) and \( \hat{h}(\omega) \)
3.3 Generalization to Higher Orders

In (8), if we choose

\[ \hat{u}_m(\omega) = -3e^{i\omega t_m} + 19 + 19e^{-i\omega t_m} - 3e^{-2i\omega t_m}, \]

(9)

we have the triangular version of CDF(2,4) filter (3). This shows that our method is general so that filters of higher order may be obtained. However, we do not discuss general case here, and we demonstrate that decomposed images respect isotropy with the triangular linear prediction filters constructed in Subsection 3.2.

4. ISOTROPY IN IMAGE PROCESSING

We now wish to see that the wavelet transform respects isotropy of images. However, our triangular filters are designed to deal with two-dimensional data defined on the regular triangular Bravais lattice, which is not the standard format; image data are usually rectangular arrays of numbers. To deal with this difference in our preliminary study of isotropy, we consider that the second primitive translation vector \( t_2 \) is rotated clockwise to approach the \( y \) axis. Then, the hexagonal Wigner-Seitz cells will be deformed to form nearly rectangular arrays, as shown in Figure 7. We treat image data as the original signal \( \{c_j[t]\} \), and decomposed images \( \{c_{j-1}[t]\} \), and \( \{d_{j-1}[t]\}, t \in \Lambda \), in this limit. We compare the decomposition of sample images by our triangular linear prediction filter (TriDWT), with the images of wavelet transform in the tensor product transform (TensorDWT). Since the filters are biorthogonal in all cases, we compute the primal and dual transforms, which is used to obtain the energy of coarse and detail components.

We consider the upper right quarter of concentric circles as an example of axially symmetric artificial images, and Lena image as an example of natural images. Figure 8–9 show the decomposed images. The upper left block is the result of primal TensorDWT, and upper right block is that of
In summary, our triangular wavelet filters appear to have many nice features. While definite statements can be made only after thorough investigations, which is currently under study, our new triangular filters appear promising.
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