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ABSTRACT
In the digital TV and mobile operators scene, there is an increasing demand for a wider scalability range when delivering content to heterogeneous client devices which have different screen sizes. Subband image coding with classical wavelet transform only provide dyadic scalability factors but we have shown that \( M \)-band transforms can offer rational scalability factors with an appropriate modification of the synthesis filters. In this paper, we evaluate the image coding efficiency offered by some \( M \)-band transforms combined with the rational scalability feature. We show that they offer an increased compression performance compared to the popular dyadic 9/7 wavelet transform.

1. INTRODUCTION

With the expansion of multimedia applications and the need for delivering compressed bitstreams for heterogeneous devices, scalability has become an important feature for still image and video coders. It is then highly desirable to have an encoding scheme able to provide a unique bitstream which can be decoded by a large variety of devices which share different screen sizes.

Subband image coding with classical wavelet transforms inherently provides a dyadic scalability since the low-pass approximation band can be viewed as a half-sized version of the original image. Subsequent decompositions of the approximation band further provide other scalability factors that are powers of two, but no other factors can be achieved.

However, in the digital TV and mobile operators scene, there is an increasing demand for a wider range of scalability when delivering content. As illustrated by recent proposals [1] concerning the rising high definition TV (HDTV) video formats, we can also observe the need for rational scalability factors. As an example, the HDTV 720p and 1080p video formats are linked by a scaling ratio of 2/3; with classical wavelet transforms, it is therefore not possible to create a scalable video stream able to represent the video content in different resolutions. It is also not possible to represent two video formats which have a different aspect ratio, for instance the wide-screen 16/9 and 4/3 video formats.

Classical solutions to circumvent these scalability limitations exist and can be classified into three types: simulcast strategies, layered predictive coding schemes and post-resampling solutions. In simulcast strategies, several versions of the same multimedia content at different resolutions are simultaneously broadcasted. This allows each device to decode the bitstream adapted to its screen size but this is a bandwidth-expensive solution. Layered predictive coding schemes reduce the overhead created in simulcast strategies by using predictive mechanisms between each version of the different compressed contents. The main drawback of such schemes [1] is that they can cope only with a fixed set of video resolutions already known at the encoding time, offering then only a coarse scalability. In post-resampling solutions such as [2], the devices decode the image content at full resolution and then apply a resizing operator in order that it fits with their own screen sizes. However, this is a costly solution in terms of complexity as the image has to be fully reconstructed and resampled. It is worth noting that other techniques exist as in [3] where the authors propose an image resizing strategy in the compressed DCT domain using a transcoding module. This is however a computationally expensive solution which needs an external transcoder device. Other approaches based on the image decomposition into basis functions [4] are also able to provide a fine spatial scalability but they still need performance improvement at medium and high coding bitrates.

How can we design an efficient transform which supports extended scalability features? In the context of \( M \)-band filter banks [5], we have presented in [6] how an \( M \)-band synthesis filter bank can be modified in order to directly reconstruct an output image of a resolution reduced by an arbitrary rational factor \( M/P \), where \( P \) is any integer lower than \( M \). This property then brings a scalability of a variable factor \( M/P \) to any \( M \)-band subband coding scheme, without any change in the analysis filter bank. We have also shown that this approach has a lower computational complexity than the aforementioned post-resampling solution.

We propose in this paper to evaluate the image coding efficiency offered by some \( M \)-band transforms combined with the rational scalability feature. More precisely, we provide a quantitative evaluation of the scalability feature in \( M \)-band and dyadic structures, from a coding point of view and for different scalability factors.

The paper is organized as follows: in the next section, we review the basic properties of \( M \)-band filter banks. In Section 3, we present how an \( M \)-band synthesis filter bank can be modified in order to produce an output signal resized by a factor \( M/P \). Section 4 illustrates the coding efficiency of the method and we conclude in Section 5.

2. \( M \)-BAND FILTER BANK

An \( M \)-band filter bank is an extension of a dyadic filter bank where \( M \) is higher than 2. For an \( M \)-band filter bank, an input signal \( x \) is decomposed into \( M \) subbands \( \{ x_k \}_{0 \leq k < M} \) with a set of analysis filters with impulse responses \( \{ h_k \}_{0 \leq k < M} \) followed by decimators of a factor \( M \). The reconstructed signal \( x \) is then obtained by summing the \( M \)-fold upsampling subband signals, filtered by the synthesis filters with impulse responses \( \{ g_k \}_{0 \leq k < M} \). Fig. 1 illustrates an \( M \)-band analysis-
synthesis filter bank structure.

The filter bank is said to ensure perfect reconstruction (PR) if the original signal can be reconstructed at the decoding side. It can be shown [7] that this property $x = \hat{x}$ is equivalent to the following time-domain conditions:

$$\forall k, 0 \leq i, j < M, \sum_n h_i(n)g_j(n - Mk) = \delta_k\delta_{i - j}$$

Many transforms commonly used in subband image coding belong to the class of $M$-band PR filter banks such as DCT, lapped orthogonal transform (LOT) [8], lapped bior-orthogonal transform (LBT) [9] or GenLOT [10]. Alkin and Caglar have also proposed in [11] a framework to design arbitrary $M$-band PR filter banks where $M$ is a power of two with several degrees of freedom. Dyadic wavelet packet transforms with uniform subband bases also belong to the class of $M$-band filter banks with $M = 2^l$.

The $M$-band filter bank typically offers a scalability of factor $M$, since the low-pass band $y_0$ can be used at the synthesis side as an aliasing effects can also be used. However, the optimal reduced resolution signal can be reconstructed only the first $Q$ subbands $\{y_k\}_{0 \leq k < Q}$ in the original synthesis filter bank, with $Q \neq P$. This flexibility offered by $M$-band transforms provides a finer granularity over dyadic ones when some subbands can be lost, as in broadcasting applications for instance.

3. MODIFIED SYNTHESIS FILTER BANK

3.1 Rational Resampling Operator

First, we need to define precisely what we are meaning by rational $M/P$ resizing. Image resizing is classically done by using a resampling operator. A resampling operator by a rational factor $M/P$ is made by cascading a $P$-fold upsampler $\lceil \frac{M}{P} \rceil$, a resampling filter $w$ and an $M$-fold downsampler $\lfloor M \rfloor$. It is denoted by $\lfloor \frac{M}{P} \rfloor$ and is illustrated in Fig.2.

$$x \xrightarrow{\lfloor \frac{M}{P} \rfloor} w \xrightarrow{\lfloor M \rfloor} y$$

The choice of the filter $w$ is generally a trade-off between its cut-off frequency and its length, in order to prevent blurring and aliasing artifacts. Linear filters like nearest neighbor, linear, bicubic or Lanczos are commonly used, depending on the application requirements. Other efficient resampling filters designed in the polyphase domain [12] with reduced aliasing effects can also be used. However, the optimal choice of the resampling filter $w$ is beyond the scope of this paper.

A classical approach to obtain reduced images of factor $M/P$ when reconstructing an image with an $M$-band synthesis filter bank is to simply use a resampling operator after having reconstructed the full image. However, this is a costly solution in terms of complexity as the full image has to be reconstructed and resampled. We show in the next subsection how rational scalability can be obtained with an $M$-band filter bank.

3.2 Modified Synthesis Filter Bank

We have shown in [6] that, given a perfect reconstruction $M$-band filter bank, it is sufficient to replace the $M$-fold upsamplers by $P$-fold ones and to use $M/P$ resampled synthesis filters $\{\tilde{g}_k = \lfloor \frac{M}{P} \rfloor g_k\}$ instead of $\{g_k\}$ in order to have a perfect $M/P$ resampled signal at the output, i.e. $\tilde{y} = \lfloor \frac{M}{P} \rfloor x$. This is illustrated in Fig.3.

$$x \xrightarrow{\lfloor \frac{M}{P} \rfloor} w \xrightarrow{\lfloor M \rfloor} \tilde{y}$$

Figure 3: $M/P$ resizing by modification of the synthesis filter bank.

It is clear that this property is able to bring a spatial scalability of a variable factor $M/P$, for all the integers $P < M$, to any $M$-band subband coding scheme, without any change in the analysis filter bank.

It is also worth noting that the reduced-resolution signal can be reconstructed using only the first $Q$ subbands $\{y_k\}_{0 \leq k < Q}$ in the original synthesis filter bank, with $Q \neq P$. This flexibility offered by $M$-band transforms provides a finer granularity over dyadic ones when some subbands can be lost, as in broadcasting applications for instance.

4. EXPERIMENTAL RESULTS

In this section, we want to evaluate the image coding efficiency offered by some $M$-band transforms combined with the rational scalability feature. Simulations are also conducted for comparison purposes with the popular 9/7 dyadic transform used in the JPEG-2000 standard.

The following 8-band transforms have been considered in our experiments: the Alkin 16-tap [11] filter bank, DCT, LOT, LBT and the 9/7 wavelet packet transform with an uniform subband basis. Test images are decomposed over 3 levels with the dyadic 9/7 transform and over one level with the 8-band transforms. The DCT, LOT and LBT block transforms coefficients are reordered as a regular 8-band wavelet 2D decomposition, as illustrated in Fig. 4 where the basis decomposition structure used for the dyadic 9/7 transform is also presented. The transforms have been integrated in the JPEG-2000 VM 8.0 codec. Malvar’s software implementation [13] is used for DCT, LOT and LBT transforms. All the simulations have been conducted with the JPEG-2000 codec default parameters.

In the sequel, $M$ denotes the number of subbands in the transforms and is set to 8. The parameter $P$ controls the $M/P$ reduction factor. $Q$ and $Q'$ denote respectively the number of
subbands used for reconstructing the signal in 8-band transforms and in the dyadic transform.

In order to ensure the rational scalability feature, synthesis filters have to be resampled. We have used a linear interpolator which is a good compromise between cut-off frequency, length and complexity. Linear interpolation can be done by choosing a triangle $w$ filter of length $2P+1$, which impulse response is defined by:

$$w[k] = \begin{cases} 1 - |k/P|, & \text{if } -P < k < P \\ 0, & \text{otherwise} \end{cases}$$ (1)

4.1 Full Reconstruction

We first compare in Table 1 and 2 the coding efficiency obtained on Barbara and Lena for the proposed dyadic 9/7 and 8-band transforms with full reconstruction. All the subbands are used ($Q = 8$) and images are fully reconstructed ($P = 8$).

Table 1: Rate-distortion PSNR (in dB) comparison of the dyadic 9/7 transform and 8-band transforms on Barbara with full reconstruction ($P = 8$).

<table>
<thead>
<tr>
<th>Bitrate (bpp)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/7-dyadic</td>
<td>24.47</td>
<td>27.02</td>
<td>30.61</td>
<td>37.02</td>
</tr>
<tr>
<td>Alkin</td>
<td>24.29</td>
<td>26.63</td>
<td>29.79</td>
<td>35.25</td>
</tr>
<tr>
<td>LBT</td>
<td>25.27</td>
<td>28.17</td>
<td>31.76</td>
<td>37.70</td>
</tr>
<tr>
<td>DCT</td>
<td>23.92</td>
<td>26.44</td>
<td>29.78</td>
<td>36.00</td>
</tr>
<tr>
<td>9/7-packet</td>
<td>25.27</td>
<td>28.00</td>
<td>31.38</td>
<td>37.43</td>
</tr>
</tbody>
</table>

Table 2: Rate-distortion PSNR (in dB) comparison of the dyadic 9/7 transform and 8-band transforms on Lena with full reconstruction ($P = 8$).

<table>
<thead>
<tr>
<th>Bitrate (bpp)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/7-dyadic</td>
<td>29.62</td>
<td>32.74</td>
<td>36.05</td>
<td>40.36</td>
</tr>
<tr>
<td>Alkin</td>
<td>28.31</td>
<td>31.09</td>
<td>34.06</td>
<td>38.79</td>
</tr>
<tr>
<td>LOT</td>
<td>29.06</td>
<td>32.05</td>
<td>35.27</td>
<td>39.47</td>
</tr>
<tr>
<td>LBT</td>
<td>29.48</td>
<td>32.63</td>
<td>35.71</td>
<td>39.82</td>
</tr>
<tr>
<td>DCT</td>
<td>28.20</td>
<td>31.29</td>
<td>34.73</td>
<td>39.27</td>
</tr>
<tr>
<td>9/7-packet</td>
<td>29.72</td>
<td>32.78</td>
<td>35.80</td>
<td>39.85</td>
</tr>
</tbody>
</table>

We observe that the 8-band LBT transform has the best coding efficiency on Barbara at almost all bitrates whereas the dyadic 9/7 transform performs the best on Lena. On both images, it appears that the 8-band LBT and the dyadic 9/7 transform have the best overall coding efficiency. This is confirmed in Fig. 5 where we see that the LBT and 9/7 transforms perform far better than the Alkin or DCT ones, which exhibit severe blocking artefacts. In accordance with [14], this therefore shows that the LBT is an efficient transform, which is competitive against the dyadic 9/7 transform.

4.2 Rational Scalability

Let us now suppose a network where a content server broadcasts a compressed image to heterogeneous client devices which have different screen sizes. Some PDA clients are able to display images of 512 pixel width, most smartphones can only handle 320 or 192 pixels resolutions whereas mobile phones often have screens of 128 pixels wide. This leads to a set of $\{8/8, 8/5, 8/3, 8/2\}$ scalability factors. We want to investigate which solution among the dyadic 9/7 transform and 8-band transforms gives the best coding efficiency at the client side in this scenario. Note that the interest of the method from the computational point of view was extensively studied in [6].

As noticed before, a subband coding scheme with the classical dyadic wavelet transform is not able to support these rational factors. Simulcast is a strategy too bandwidth-expensive and the only solution for the low-resolution devices is to reconstruct the full image and then resize it with a post-resampling operator. Client devices are then able to get $Q'$ bands from the bitstream depending of their bandwidth capabilities. Because of the pyramidal structure of dyadic decompositions, $Q'$ must be a power of 2. They can further reconstruct the images at the resolution $8/P$, according to their screen size.
On the contrary, with an 8-band filter bank subband coding scheme and the proposed modification of the synthesis filter bank, it is possible to make a scalable bitstream able to handle these rational scalability factors. Client devices are then able to get \( Q \) bands from the bitstream and directly reconstruct the images at the resolution \( 8/P \), according to their screen size. \( M \)-band transforms offer a finer granularity than dyadic ones and \( Q \) can be freely chosen between 1 and \( M \).

We first compare in Tab. 3 and 4 the coding efficiency obtained on Barbara and Lena for the 9/7 dyadic transform and 8-band transforms with \( P = Q = 5 \). This is equivalent to the situation where a client device is only able to get \( Q = 5 \) bands from the bitstream and has a resolution reduced by a factor 8/5 compared to the original image size. Due to the dyadic decomposition restrictions, the number of subbands in the 9/7-dyadic case has been lowered to \( Q' = 4 \).

We now compare in Tab. 6 the coding performance achieved for the reconstructed images reduced by a factor 8/3 with \( P = 3 \) and \( Q = 4 \). We observe again that the 8-band transforms outperform the 9/7 dyadic transform. However, the gain is lower than the one observed in the 8/5 case.

<table>
<thead>
<tr>
<th>Bitrate (bpp)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/7-dyadic</td>
<td>30.89</td>
<td>34.23</td>
<td>36.76</td>
<td>38.08</td>
</tr>
<tr>
<td>Alkin</td>
<td>29.34</td>
<td>31.88</td>
<td>33.54</td>
<td>34.46</td>
</tr>
<tr>
<td>LOT</td>
<td>30.34</td>
<td>33.83</td>
<td>36.52</td>
<td>38.28</td>
</tr>
<tr>
<td>LBT</td>
<td>30.72</td>
<td>34.19</td>
<td>37.03</td>
<td>38.60</td>
</tr>
<tr>
<td>DCT</td>
<td>29.14</td>
<td>32.64</td>
<td>35.75</td>
<td>37.54</td>
</tr>
<tr>
<td>9/7-packet</td>
<td>31.01</td>
<td>34.24</td>
<td>36.55</td>
<td>38.09</td>
</tr>
</tbody>
</table>

Table 5: Rate-distortion PSNR (in dB) comparison of the dyadic 9/7 transform and 8-band transforms on Lena reduced by a factor 8/5 (\( P = 5, Q = 4 \)).

We observe that the 8-band LBT transform performs the best on both images and outperforms the 9/7 dyadic transform by up to 3 dB. We also observe that the 9/7 dyadic transform is far below all the other 8-band transforms. This can be explained by the fact that the dyadic pyramidal structure restrictions force the 9/7 dyadic transform to use a number of subbands \( Q' = 4 \) lower than 8-bands transforms, where \( Q = 5 \) bands are used. The observed gain is therefore explained by the lack of flexibility of dyadic decompositions.

Despite this lack of flexibility and in order to compare the dyadic and 8-band transforms with the same number of bands, the simulations have been conducted on Lena with \( P = 5 \) and \( Q = Q' = 4 \). The results are presented in Tab. 5.

We observe again the better coding efficiency of the 8-band 9/7-packet and LBT transforms over the dyadic 9/7 decomposition. The gain is however lower than the one observed in Tab. 4. This can be explained by the weak frequency selectivity of the 9/7 filters, already noticed by [15].

<table>
<thead>
<tr>
<th>Bitrate (bpp)</th>
<th>0.1</th>
<th>0.2</th>
<th>0.4</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/7-dyadic</td>
<td>30.88</td>
<td>34.14</td>
<td>36.74</td>
<td>38.09</td>
</tr>
<tr>
<td>Alkin</td>
<td>29.01</td>
<td>31.52</td>
<td>33.11</td>
<td>33.98</td>
</tr>
<tr>
<td>LOT</td>
<td>30.15</td>
<td>33.55</td>
<td>36.22</td>
<td>37.96</td>
</tr>
<tr>
<td>LBT</td>
<td>30.65</td>
<td>34.04</td>
<td>36.83</td>
<td>38.36</td>
</tr>
<tr>
<td>DCT</td>
<td>28.70</td>
<td>32.14</td>
<td>35.29</td>
<td>37.24</td>
</tr>
<tr>
<td>9/7-packet</td>
<td>30.98</td>
<td>34.18</td>
<td>36.53</td>
<td>38.12</td>
</tr>
</tbody>
</table>

Table 6: Rate-distortion PSNR (in dB) comparison of the dyadic 9/7 transform and 8-band transforms on Lena reduced by a factor 8/3 (\( P = 3, Q = 4 \)).

Fig. 6 shows the reconstructed image Lena for the case \( P = Q = 3 \) at a bitrate of 0.4 bpp, with the 9/7 dyadic and 8-band transforms. The results are compared with the reference uncoded Lena image reduced by a factor 8/3 with a linear interpolator resampler. We clearly observe the better image quality obtained with the Alkin and LBT cases, compared to the dyadic 9/7 one.

Another example is illustrated in Fig. 7 where the image Barbara has been reconstructed at the reduced resolution 8/6 with \( Q = 6 \) bands. One can notice the strong aliasing artefacts on Barbara’s scarf obtained with the 9/7 dyadic transform which are not visible with the 8-band Alkin and LBT transforms.

5. CONCLUSION

In the context of subband image coding and content broadcasting to heterogeneous devices which share different screen sizes, we have shown that \( M \)-band transforms are well-suited to perform the image decomposition. First, they offer a rational scalability allowing the devices to directly reconstruct an image at the desired resolution, without any post-resampling. We have shown in this paper with experimental results that the 8-band 9/7-packet and LBT transforms have a better coding efficiency for different rational scalability factors than the popular 9/7 dyadic transform with post-
resampling. Future work will focus on demonstrating coding efficiency in video compression, as well as designing optimal resampling filters.
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